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#### Abstract

Given a black box oracle that evaluates a univariate polynomial $p(x)$ of a degree $d$ with unknown real or complex coefficients, we seek its complex zeros, aka the roots of the equation $p(x)=0$. This model is most appropriate for a large and important class of polynomials $p(x)$ whose values are much more readily available than the coefficients, e.g., for the Bernstein, Mandelbrot, and sparse polynomials, which admit numerically stable and/or particularly fast evaluation. At FOCS 2016, Louis and Vempala have approximated within a fixed error tolerance $\epsilon$ an absolutely largest zero of a black box polynomial $p(x)$ at the cost of its evaluation at $O(b \log (d))$ points $x$ provided that $2^{b}=R / \epsilon$ and all zeros of $p(x)$ lie in the segment $[-R, R]$; by extending this algorithm they approximated an absolutely largest eigenvalue of a symmetric matrix at a record Boolean cost.

By applying distinct approach and techniques we obtain much more general results at the same computational cost.

We present a stream of novel techniques and algorithms, e.g., our use of Cauchy integrals and randomization is non-trivial and pioneering,

Some of our algorithmic extras are of independent interest. E.g., as by-product we efficiently approximate the $\ell$-th root radius, that is, the $\ell$-th smallest distance to a zero of a black box polynomial from any fixed point on the complex plane.

Our black box polynomial root-finders perform efficiently even under the model where a polynomial $p(x)$ is general and is given with its coefficients. Even under that model and with incorporation of recent acceleration, they run in nearly optimal Boolean time and compete with and frequently supersede user's choice root-finders.
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## PART 0: Introduction

## 1 Introduction

### 1.1 Root-finding problem: early history

Solution of a univariate polynomial equation, hereafter referred to as polynomial root-finding, has been the central problem of mathematics and computational mathematics for about 4,000 years, since Sumerian times and well into the XIX century (see Eric Temple Bell [7], Uta C. Merzbach and Carl B. Boyer [72], and P. [86, 87]).

In the long way from its rudimentary form, written on clay tablets and in manuscripts on papyrus, this study has led to modern mathematical notation and concepts of irrational, negative, complex numbers, meromorphic functions, algebraic groups, rings, fields etc.

Here is a modern version of this venerated problem:
Problem 1: Given a positive $\epsilon=1 / 2^{b}>0$ and $d+1$ real or complex numbers $p_{0}, p_{1}, \ldots, p_{d}$, $p_{d} \neq 0$, approximate within $\epsilon$ all $d$ complex root: $\mathcal{I}_{1}, \ldots, z_{d}$ of the equation $p(x)=0$ for

$$
\begin{equation*}
p=p(x):=\sum_{i=0}^{d} p_{i} x^{i}:=p_{d} \prod_{j=1}^{d}\left(x-z_{j}\right), p_{d} \neq 0 . \tag{1.1}
\end{equation*}
$$

The existence of $d$ complex roots of the equation $p(x)=0$ is called the Fundamental Theorem of Algebra. A number of leading mathematicians of 18th century attempted to prove it. Johann Carl Friedrich Gauss alone proposed four proofs during his long career, although the proofs were by far not complete by modern standards (cf. Smale Smale [119]).

Initially people looked for explicit rational expression for the roots $z_{j}$ of Eqn. (1.1) through the coefficients $p_{i}$, but it was proved already in Pythagorean school in the 5th century BC (possibly by Hippasus of Metapontum) that there exists no such expressions even for the equation $x^{2}-2=0$, and this was the first rigorous mathematical proof known to us.

By virtue of Abel's impossibility theorem, due to Paolo Ruffini 1799 (completed by AugustinLouis Cauchy) and Niels Henrik Abel 1824, one cannot express the roots through the coefficients rationally even with radicals unless the polynomial has degree less than 5 , and the Group theory, by Évariste Galois, implies that this is impossible even for specific polynomials, e.g., $p(x)=x^{5}-4 x-2$.

### 1.2 Root-finding algorithms and complexity: overview

One can, however, approximate the roots of (1.1) closely; this task has begun a new life with the advent of computers. Algorithms for approximate solution of Problem 1 can be traced back to Herman Weyl's constructive proof of Fundamental Theorem of Algebra in [134], which enables rational approximation to all zeros of any polynomial with any precision. His algorithm has been strengthened by Peter Henrici, Games Renegar, P., Soo Go, Qi Luan, and Liang Zhao in 46, 114, 88, 99, 101 and now promises to have practical value.

By now, hundreds of efficient techniques and algorithms have been proposed for Problem 1 and related computational problems (see McNamee [70, McNamee and P. 71]) and new algorithms keep appearing (see P. and Elias P. Tsigaridas [108], Dario Andrea Bini and Leonardo Robol [21], Ioannis Z. Emiris, P., and Tsigaridas [36], Alexander Kobel, Fabrice Rouillier, and Michael Sagraloff [62], P. and Liang Zhao [113, 95], Ruben Becker, Sagraloff, Vikram Sharma, Juan Xu, and Chee Yap

[^0][22], Becker, Sagraloff, Sharma, and Yap [23], Rémi Imbach, P., and Chee Yap [55], P. 97, 98], Qi Luan, P., Wongeun Kim, Vitaly Zaderman [67], Imbach and P. [51, 53, 54], P., Soo Go, Qi Luan, and Liang Zhao [101], and the bibliography therein), and we report new significant progress by combining some selected known methods with our brains and sweat and hoping to enliven research activity in the field with our conceptual and technical novelties.

Smale in [119] proposed to study Problem 1 in terms of arithmetic complexity and computational precision and later (jointly with Lenore Blum, Felipe Cucker, and Michael Shub) (cf. [13, 27]) linked this study to rounding errors and conditioning of the roots.

Arnold Schönhage in [120] proposed Boolean time as the complexity measure and devised an advanced algorithm that solved Problem 1 in Boolean time $\tilde{O}\left(d^{3} b\right)$.

Here and hereafter $\tilde{O}(w)$ denotes $w$ up to a poly-logarithmic factor.
Subsequent study in the 1980s and 1990s has culminated at ACM STOC 1995 with a divide-andconquer algorithm of [83, 84, 86, 87, 90, which extended the work of Schönhage [120] and Andrew C. Neff and John H. Reif [75]. It approximates all $d$ zeros of $p$ in arithmetic time $\tilde{O}\left(d^{2}\right)$ by computing with $O(b+d \log (d))$-bit precision. Hence it runs in nearly optimal Boolean time $\tilde{O}\left((b+d) d^{2}\right)$, that is, approximates all linear factors and complex roots of a polynomial almost as fast as one accesses the input coefficients with the precision required for these tasks.

The algorithm, however, is quite involved and has never been implemented ${ }^{2}$
Two other polynomial root-finders known to be nearly optimal have been proposed by Ruben Becker, Michael Sagraloff, Vikram Sharma, Juan Xu, and Chee Yap and by four of these authors in 2016 in [22] and in 2018 in [23], respectively 3 The authors have revisited and modified the popular subdivision iterative root-finders, introduced by Herman Weyl in 1924 [134], advanced by Peter Henrici in [46], by James Renegar in [114], and by P. in [88], and under the name of Quad-tree Construction extensively used in Computational Geometry.

Becker et al claimed just two algorithmic novelties, that is, an extension of John Abbott's combination of Newton's and secant iterations [2] from the real line to the complex plane and application of Pellet's classic theorem to estimating the distances from the origin to the roots. Extension of Abbot's iterations is useful although not impressive, while already Pellet's theorem itself, a direct consequence of Rouché's theorem, immediately defines the distances to the roots in terms of input coefficients, and so the novelty is limited to its proper incorporation.

Otherwise 46 pages of [23] have been devoted to alternative formal support, based on the known algorithms, for the record low and nearly optimal Boolean complexity of root-finding, achieved earlier in [83, [84, 86, 87, 90]. In Secs. 1.7 and 1.12 we demonstrate, however, that the proved upper bound on the complexity of the root-finders of [22, 23] definitely exceeds the proved bound of the root-finder of [83, 84, 86, 87, 90] by a factor of $d$ and that this is likely to be the deficiency of the root-finders of [22, 23] rather than of their analysis. This leaves little hope to salvage the optimality claim of [22, 23], which, however, prompted us to reexamine our algorithm of [88].

Unlike [22, 23] our current extensive study of subdivision root-finding focuses on introducing a stream of technical and algorithmic novelties, which enables us to support root-finding in nearly optimal time, although unlike [83, 84, 86, 87, 90] we only achieved this under Las Vegas randomization in the space of zeros of an input polynomial.

For their highly important advantage versus [83, 20, 22, 23] and all previous best root-finders, our root-finders can be applied to a polynomial represented by an oracle (that is, black box sub-

[^1]routine) for their evaluation rather than by their coefficients. Hence we gain additional acceleration where that polynomial can be evaluated fast, e.g, is a sum of a small number of shifted monomials $\sum_{i=1}^{h} a_{i}\left(x-c_{i}\right)^{d}$ for complex constants $a_{i}$ and $c_{i}$ and a reasonably small positive integer $h$.

### 1.3 Applications and implementation of root-finders: brief overview

Numerous areas of mathematics and computational mathematics arisen and developed in the last 100 years had no direct link to Problem 1. Furthermore, many computational problems arising in the sciences, engineering, business management, and statistics have been linearized and then solved by using tools from linear algebra, linear programming, fast Fourier transform (FFT), and Fast Multipole Method (FMM) [4] Such tools may involve the solution of Problem 1 but usually for smaller degree $d$, where the available subroutines are sufficiently effective in most cases.

Solution of Problem 1 of large degree, however, still has important applications to various areas of Scientific Computing, in particular to Computer Algebra, signal processing, geometric modeling, control, financial mathematics, and complex dynamics (see John Michael McNamee and P. [71, Introduction]).

Unlike the nearly optimal root-finder of [83, 84, 86, 87, 90], various non-optimal complex polynomial root-finders have been implemented (see e.g,, MATLAB "roots", Maple "solve", MPSolve, and CCluster).

In particular, the complex polynomial root-finder of [22] has been implemented in [55] and then greatly strengthened in [51, 54] based on combining root-finder of [22] with out recent algorithms.

Since its creation in 2000 the package MPSolve by Bini and Guiseppe Fiorentino [14], revised in 2014 by Bini and Leonardo Robol [21], has been remaining user's choice for approximation of all $d$ complex roots of a polynomial $p$. It implements Ehrlich's iterations of 1967 by Louis W. Ehrlich [34], aka by Oliver Aberth of 1973 [3].

Empirically, MPSolve is the fastest known root-finder where one seeks all complex roots of a polynomial. This is because every Ehrlich's iteration is performed fast and because empirically the iterations converge very fast globally - right from the start, under proper initialization, involving the coefficients of $p$. Such convergence has been consistently observed in decades-long worldwide applications of these iterations as well as in the case of some other root-finders by means of functional iterations, notably Weierstrass's iterations, due to Karl Theodor Wilhelm Weierstrass [133], aka Emile Durand and Immo O. Kerner's [28, 59]).

Persistent attempts of supporting this empirical behavior formally, e.g., 4, 47, however, have recently ended with surprising proofs that Weierstrass's and Ehrlich's iterations diverge in the case of inputs that lie on some complex manifolds, being an open domain in the case of Weierstrass's iterations (see Bernhard Reinke, Dierk Schleicher, and Michael Stoll [117, 115]).

Serious competition to MPSolve came in 2001 from the package EigenSolve by Steven J. Fortune [38], but the later version of MPSolve [21] combines the benefits of both packages. An implementations of Newton's iterations for approximation of all roots by Marvin Randig, Schleicher, and Robin Stoll in [116] and by Schleicher and Robin Stoll in [128] competed with MPSolve in 2017, but then MPSolve has regained upper hand by means of incorporation of Fast Multipole Method (FMM) .

The root-finder of [22], efficiently implemented in [55], slightly outperforms MPSolve for rootfinding in a region of the complex plane containing a small number of roots, although it is by far inferior for the approximation of all $d$ roots of a polynomial $p(x) 5$

[^2]The implementation of real subdivision root-finding in [62] is user's current choice, and this is a highly important problem because in many applications, e.g., to optimization in algebraic geometry and geometric modeling, only real roots of a polynomial are of interest and typically are much less numerous than all $d$ complex roots (cf. Marc Kac [58, Alan Edelman and Eric Kostlan [35]).

It is intriguing to witness the competition for the user between functional and subdivision iterations. Currently only a part of our progress has been implemented (see 51, 53, 54]), but [53] has already noticeably accelerated the real root-finder of [62], and [54] has dramatically accelerated [55]. Moreover, according to tests with standard test polynomials [54] has competed with MPSolve even for approximation of all zeros of $p(x)$, and for a large class of inputs accelerated it significantly.

### 1.4 Two variations of Problem 1 and their complexity

Problem 1 is a special case for $m=d$ of the following important
Problem $1_{m}$ : Polynomial Root-finding in a Disc 6 Restrict Problem 1 of root-finding within $\epsilon$ to a fixed disc $D=D(c, \rho)$ having center $c$ and radius $\rho$ and containing $m \leq d$ zeros of $p$ such that the $d-m$ external zeros lie at the distance at least $(\theta-1) \rho$ from the disc $D$ for $\theta-1$ exceeding a fixed positive constant.

Now write $|u|=\sum_{i=0}^{d}\left|u_{i}\right|$ for a polynomial $u(x)=\sum_{i=0}^{d} u_{i} x^{i}$ and recall that the root-finders of [120, 83, 84, 86, 87,90$]$ first solve the following problem of independent importance and then extends its solution to the solution of Problem 1:

Problem 2. Approximate Polynomial Factorization 7 Given a real $b$ and $d+1$ coefficients $p_{0}, p_{1}, \ldots, p_{d}$ of (1.1), compute $2 d$ complex numbers $u_{j}, v_{j}$ for $j=1, \ldots, d$ such that

$$
\begin{equation*}
\left|p-\prod_{j=1}^{d}\left(u_{j} x-v_{j}\right)\right| \leq 2^{-b}|p| \tag{1.2}
\end{equation*}
$$

Hereafter $\mathbb{B}_{1}(b, d), \mathbb{B}_{1}(b, d, m)$, and $\mathbb{B}_{2}(b, d)$ denote Boolean time for the solution of Problems 1 , $1_{m}$, and 2 , respectively, for an error bound $\epsilon=1 / 2^{b}$, and next we specify a class of polynomials whose zeros make no large clusters (cf. [13, 27]).

Definition 1.1. Polynomials with bounded cluster sizes. The zero set of p consists of clusters, each made up of at most $m=O(1)$ zeros and each having a diameter at most $1 / 2^{3-b / d}$; furthermore, these clusters are pairwise separated by the distances at least $1 / d^{\tilde{O}(1)}$.

Theorem 1.1. The algorithm of [83, 84, 86, 87, 90] solves Problem 2 in Boolean time $\tilde{O}((b+d) d)$.
In Sec. A. 4 we reduce Problem 1 to Problem 2 and vice versa by applying Schönhage's results of [120, Cor. 4.3 and Sec. 19]:

[^3]Theorem 1.2. (i) $\mathbb{B}_{1}(b, d)=\tilde{O}\left(\mathbb{B}_{2}(b d, d)\right)$ for any polynomial $p(x)$ of degree $d$, (ii) $\mathbb{B}_{2} 1(b, d)=$ $\tilde{O}\left(\mathbb{B}_{1}(b+d+\log (d), d)\right)$ for any polynomial $p(x)$ of degree $d$, and (iii) $\mathbb{B}_{1}(b, d)=\tilde{O}\left(\mathbb{B}_{2}(b, d)\right)$ for polynomials of Def. 1.1, with bounded cluster sizes.

By combining Thms. 1.1 and 1.2 obtain the following estimates.
Theorem 1.3. One can solve Problem 1 in Boolean time (i) $\tilde{O}\left((b+d) d^{2}\right)$, which decreases to (ii) $\tilde{O}((b+d) d)$ in the the case of polynomials $p$ with bounded cluster sizes.

Theorem 1.4. One can solve Problem $1_{m}$ in Boolean time $\tilde{O}\left((b+d) d+(b+m) m^{2}\right)$, which is $\tilde{O}\left((b+d) d\right.$ where $m^{2}=\tilde{O}(d)$.

Proof. Proceed in two steps:
(i) in Boolean time $\tilde{O}((b+d) d)$ solve Problem 2 and then
(ii) apply the algorithm that supports Thm. 1.3 to the $m$ th degree factor of the polynomial $\prod_{j=1}^{d}\left(u_{j} x-v_{j}\right)$ of (1.2) that shares with this polynomial all its zeros lying in the input disc $D \|$

### 1.5 Lower bounds on the Boolean complexity

Readily verify the following information lower bounds.
Observation 1.1. To solve Problems 1 or 2 one must access $(d+1) b$ bits of input coefficients and perform at least $0.5(d+1) b$ Boolean operations - at most one operation for two input bits.

Next we strengthen the lower bound for Problem 1.
Hereafter $\zeta:=\zeta_{q}$ denotes a primitive $q$-th root of unity:

$$
\begin{equation*}
\zeta:=\exp \left(\frac{2 \pi \mathbf{i}}{q}\right), \mathbf{i}:=\sqrt{-1} \tag{1.3}
\end{equation*}
$$

Observation 1.2. Let $p(x)=\left(x-z_{1}\right)^{j} f(x)$ for an integer $j>0$ and a monic polynomial $f(x)$ of degree $d-j$. Fix a real b. Then the polynomial $p_{j}(x)=p(x)-2^{-j b} f(x)$ has the $j$ zeros $z_{1}+\zeta^{g} 2^{-b}$ for $g=0,1, \ldots, j-1$.

Observation 1.2 implies that one must access the coefficient $p_{d-j}$ within $2^{-j b}$ to approximate within $2^{-b}$ a $j$-multiple zero of $p$ or its zero in a cluster of $j$ zeros, and so a root-finder must process at least $j b$ bits of the coefficient $p_{d-j}$. Sum these bounds for $j=1, \ldots, d$ and obtain

Corollary 1.1. One must access at least $0.5(d-1) d b$ bits of the coefficients of $p$ and perform at least $0.25(d-1) d b$ Boolean operations to approximate even a single zero of $p$ within $2^{-b}$.

Likewise, we deduce lower bounds on the Boolean time for Problem $1_{m}$.
Corollary 1.2. To solve Problem $1_{m}$ and even to approximate within $\epsilon$ a single zero of $p$ in the disc $D$, one must access at least $0.5 b \max \{d+1,(m-1) m\}$ bits of input coefficients and perform at least $0.25 b \max \{d+1,(m-1) m\}$ Boolean operations for $b=\log _{2}(R / \epsilon)$ and $R=|c|+\rho$.

In view of the lower bounds of this subsection, the algorithm of $83,84,86,87,90$ and its extension supporting Thm. 1.4 solve Problems $1,1_{m}$, and 2 of large size in optimal Boolean time up to poly-logarithmic factors or, in simple terms, almost as fast as one reads all bits of input coefficients required to support computing the output with prescribed accuracy.

[^4]
### 1.6 Linking Factorization and Root-finding

Next we prove Thm. 1.2, by applying the results of [120, Cor, 4.3 and Sec. 19].
Recall that $\mathbb{B}_{1}(b, d)$ and $\mathbb{B}_{2}(b, d)$ denote the optimal Boolean time for the solution of Problems 1 and 2 , respectively, for an error bound $\epsilon=1 / 2^{b}$, and furthermore recall the lower bounds

$$
\begin{equation*}
\mathbb{B}_{1}(b, d) \geq 0.5(d+1) b \text { and } \mathbb{B}_{2}(b, d) \geq 0.25(d-1) d b \tag{1.4}
\end{equation*}
$$

of [83, 90] and the following result (cf. [120, Thm. 19.1]).
Theorem 1.5. Let $r_{1}=\max _{j=1}^{d}\left|z_{j}\right| \leq 1$. Then a solution of Problem 1 within an error bound $1 / 2^{b}$ can be recovered at a dominated Boolean cost from the solution of Problem 2 within an error bound $1 / 2^{b d+2}$, and so $\mathbb{B}_{1}(b, d) \leq \mathbb{B}_{2}(b d+2, d)$.

In view of (1.4), relaxing the bound $r_{1} \leq 1$ would little affect the latter estimate because map (2.2), of a disc $D(c, \rho)$ into the unit disc $D(0,1)$, can change the error bound of Problem 1 by at $\operatorname{most} \log _{2}(\max \{\rho, 1 / \rho\})$, which we assumed to be at most $b$. Based on [120, Cor. 4.3] we can also readily relax the assumption that $p(x)$ is monic. [122, Thm. 2.7] shows an alternative way to relaxing both assumptions - that $r_{1} \leq 1$ and $p(x)$ is monic.

Schönhage in [120, Sec. 19] has greatly strengthened the estimate of Thm. 1.5 unless "the zeros of $p$ are clustered too much". Namely, he proved (see [120, Eqn. (19.8)]) the following result.

Lemma 1.1. Assume that the polynomial $p(x)$ is monic, the values $u_{j}=1$ for all $j$ and complex $v_{1}, \ldots, v_{d}$ satisfy bound (1.2), and $\left|z_{j}-v_{j}\right| \leq r:=2^{2-b / d}$ for all $j$. Furthermore, write $\Delta_{j, 1}:=$ $\left|v_{j}-v_{1}\right|$ for $j=2,3, \ldots, d$ and suppose that $1.25 \Delta_{j, 1} \leq r$ for $j=2,3, \ldots, d$ and $\Delta_{1}:=\min _{j} \Delta_{j, 1}>r$. Then $\left|z_{1}-v_{1}\right| \leq 2^{2-b / m} /\left|\Delta_{1}-r\right|^{\frac{d-m}{m}}$.

If $1 /|\Delta-r|^{\frac{d-m}{m}}=2^{\tilde{O}(d)}$, then Lemma 1.1 implies that $\left|z_{1}-v_{1}\right| \leq 1 / 2^{b / m-\tilde{O}(d)}$, and we can similarly estimate $\left|v_{j}-z_{j}\right|$ for all $j=1,2, \ldots, d$.

By extending the above estimate, we strengthen Thm. 1.5 as follows.
Corollary 1.3. Under Cluster Restriction of Sec. 1.1 it holds that $\left|z_{j}-v_{j}\right| \leq 1 / 2^{b / m-\tilde{O}(d)}$, $j=$ $1,2, \ldots, d$. Hence if $m=O(1)$ is a constant, then a solution of Problem 1 within an error bound $1 / 2^{b}$ can be recovered at a dominated Boolean cost from the solution of Problem 2 with a precision $1 / 2^{\bar{b}}$ for a sufficiently large $\bar{b}=\tilde{O}(b+d)$, and so $\mathbb{B}_{1}(b, d) \leq \mathbb{B}_{2}(\tilde{O}(b+d), d)$.

For converse reduction of Problem 2 to Problem 1 recall [120, Cor. 4.3] in the case of $k=2$, covering the product of two polynomials:

Theorem 1.6. Let $p=g h$ for three polynomials $p$ of (1.1), $g$, and $h$. Then $\|g\|_{1}\|h\|_{1} \leq 2^{d-1}\|p\|_{1}$.
Now consider the products $p=g h$ for $g=x-z_{j}$, for $j=1, \ldots, d$. For a fixed $j$, an error of at most $\epsilon / 2^{d}$ for the zero $z_{j}$ contributes at most $\epsilon\|h\|_{1}$ to overall factorization error of Problem 2. Therefore, $\|h\|_{1} \leq 2^{d-1}\|p\|_{1} /\left\|x-z_{j}\right\|_{1} \leq 2^{d-1}\|p\|_{1}$ by virtue of Thm. 1.6. Hence the approximation errors of all the $d$ zeros of $p$ together contribute at most $2^{d-1} d \epsilon$ to the relative error of the solution of Problem 2 (ignoring dominated impact of higher order terms), and we arrive at

Corollary 1.4. If $b=O(b-d-\log (d))$. Then Problem 2 for an error bound $1 / 2^{b}$ can be reduced at a dominated Boolean cost to Problem 1 for an error bound $1 / 2^{\widehat{b}}$ for a sufficiently large $\widehat{b}=$ $O(b+d+\log (d))$, and so $\mathbb{B}_{2}(b, d)=O\left(\mathbb{B}_{1}(b, d)\right)$.

### 1.7 Are there any research challenges still left?

The algorithm of [120] was implemented by Xavier Gourdon in 1996 for the Magma and PARI/GP computer algebra systems, while the nearly optimal but more involved algorithm of [83, 90] has never been implemented.

Next recall that Becker et al in [22, 23] claimed that their extension of subdivision root-finders of 114,88 , runs within the same nearly optimal Boolean time bounds of [83, 84, 86, 87, 90 , but unlike [83, 84, 86, 87, 90] is easy to implement. This claim has been firmly accepted by the research community of Computer Algebra and has established the State of the Art in polynomial root-finding and a high bar for competing works, but the acceptance was a little premature.

Indeed, careful implementation of the root-finder of [22] by Imbach et al in 555] provided no empirical support to optimality claimed by Becker et al because the root-finder of [54, using some novel techniques from [99] (see [54, Sec. 1.2]), runs much faster.

Unfortunately, formal support for optimality claimed by Becker et al has been missing as well.
Indeed, for all proofs the paper [22] refers to a preprint of [23], but the lists of the authors of [22, 23] are distinct, and their main algorithms and Main Theorems differ significantly.

Furthermore, the Boolean time estimates of the Main Theorem of [23] contain the term

$$
\log (1 / \operatorname{Discr}(p(x)))
$$

with "Discr" standing for "Discriminant", such that

$$
\log \left(1 / \operatorname{Discr}\left(p\left(x / 2^{b}\right)\right)\right)=(d-1) d b \log (1 / \operatorname{Discr}(p(x)))
$$

Subdivision iterations of the known root-finders for Problem $1_{m}$, in particular, of those of [22, 23], scale the variable $x$ up to $4 m$ times by factors of up to $2^{b}$. Hence the bit-complexity specified in the Main Theorem [23] has order of $m b d^{2}$ (see our further comments in Sec. 1.10).

Can one salvage the claim by Becker et al in another way?
This seems to be problematic: the algorithms of [22, 23] apply Pellet's celebrated theorem to more than $4 m$ polynomials obtained from polynomial $p$ by means of shifting the variable $x$, its scaling by up to $2^{b}$, and root-squaring (see our Sec. 1.10).

Incorporation of Pellet's theorem into the subdivision root-finding process was the only major algorithmic novelty of [22, 23], but application of this theorem to a polynomial $t(x)=\sum_{i=0}^{d} t_{i} x^{i}$ relies on computing the values $\left|\frac{t_{i}}{t_{d}}\right|$ for $i=0,1, \ldots, d-1$. Hence by virtue of Observation 1.1] the algorithms of [22, 23] involve Boolean time at least of order $b d^{2} m$ for Problem $1_{m}$. This exceeds the nearly optimal Boolean time bound of [83, 90] by a factor of $m$, that is, by a factor of $d$ for Problem 1 where $m=d$.

In any case, devising polynomial root-finders that are both nearly optimal and practically promising had remained a challenging open problem in spite of the claim to the contrary by Becker et al. Furthermore, next we study a highly important root-finding problem not addressed by Becker et al.

### 1.8 Black Box Polynomial Root-finding and Factorization: motivation and computational problems

The known record fast algorithms for Problems $1,1_{m}$, and 2 as well as those of [114, 88, 22, 23] operate with the coefficients of $p$ and cannot handle black box polynomials - given with an oracle (black box) for their evaluation.

Louis and Vempala studied this class in 68 motivated by the extension to approximation of the eigenvalues of a matrix $M$ as the zeros of its characteristic polynomial $p(x)=\operatorname{det} x I-M$; this can be further reduced to matrix inversion via Jacobi formula for matrix derivative (see Remark 8.1).

For another motivation, one must use at least $2 d$ arithmetic operations (ops) to evaluate a general polynomial $p$ of (1.1) given with its $d+1$ coefficients (see [76] and the accounts of Strassen in [125, Section "Pan's method"] and Knuth in [61]), whereas $O(\log (d))$ ops are sufficient to evaluate it for a large and important class of $d$ th degree polynomials, such as the Mandelbrot polynomials $p:=p_{k}(x)$, where $p_{0}:=1, p_{1}(x):=x, p_{i+1}(x):=x p_{i}^{2}(x)+1, i=0,1, \ldots, k, d=2^{k}-1$, and the sums of a small number of shifted monomials, e.g., $p:=\alpha(x-a)^{d}+\beta(x-b)^{d}+\gamma(x-c)^{d}$ for six constants $a, b, c, \alpha, \beta$, and $\gamma$. Interpolation to such polynomials can dramatically slow down fast polynomial root-finders in a region containing a small number of zeros of $p$.

Even for a polynomial given with its coefficients the algorithms, black box computations avoid numerical problems and the growth of computational precision and Boolean complexity caused by shift and scaling of the variable (see Appendix B).

Such observations motivate the following modification of Problems $1,1_{m}$, and 2 .
Problems 1bb, $\mathbf{1 b b}_{m}$, and 2bb. Black Box Polynomial Root-finding and Factorization: Solve Problems $1,1_{m}$, and 2 in case where a polynomial $p$ is given by a black box oracle (subroutine) for its evaluation rather than by its coefficients 9

### 1.9 Black Box Polynomial Root-finding: State of the Art

Motivated by the extension to approximation of an eigenvalue of an absolutely largest symmetric matrix, Louis and Vempala in [68] approximated within $\epsilon>0$ an absolutely largest zero of a real-rooted black box polynomial $p$ based on their novel variant of Newton's iterations.

The algorithm reduces this task to the evaluation of Newton's ratio NR $(x):=\frac{p(x)}{p^{\prime}(x)}$ at $O(b \log (d))$ points, for $b=\log (R / \epsilon)$ and $R=\max _{j}\left|z_{j}\right|$, and thus is said to perform at a High Level Arithmetic cost (hereafter HLA cost) $O(b \log (d))$.

Louis and Vempala also proved that their algorithm only requires computations with the precision of $O(\log (d))$ bits provided that one can access with infinite precision the values of $p(x)$ computed by the black box oracle. By combining their root-finder with Storjohan's Las Vegas randomized algorithm of 123 for computing the determinant of an integer matrix 10 they approximated an absolutely largest eigenvalue of a symmetric matrix in a record expected Boolean time.

This admirable pioneering work, however, has made only a rudimentary step towards the solution of Problems 1 bb and $1 \mathrm{bb}_{m}$, leaving this as a research challenge with no progress since 2016 until preprint [99] appeared in 2018 (it was expanded to 139 pages by August 2022).

### 1.10 Our complexity estimates

Our novel algorithms solve Problem $1 \mathrm{bb}_{m}$ for all $m$ from 1 to $d$; they match HLA cost bound of [68] where $m$ is a constant and remove restrictions of 68] on the input and the output.

Instead of Newton's ratio $\mathrm{NR}(x)$ we evaluate Newton's inverse ratio $\operatorname{NIR}(x):=\frac{p^{\prime}(x)}{p(x)}$.
The overall number of evaluation points $x$ involved in our root-finders is said to be their $H L A$ cost. Besides ops involved in the evaluation of NIR our root-finders perform some additional ops but less numerous than the former ops, even in the case where $p(x)=x^{d}$.

[^5]Theorem 1.7. Given a black box polynomial $p=p(x)$ of a degree $d$, a complex $c$, a triple of positive $b, \rho$, and $\theta$ such that $\theta-1$ exceeds a positive constant, let each of the two discs $D(c, \rho)$ and $D(c, \theta \rho)$, both centered at $c$ and having radii $\rho$ and $\theta \rho$, respectively, contain precisely $m$ zeros of $p$. Under these assumptions our root-finders, performing at HLA cost in $\tilde{O}((q) m) m)$ approximate within $R / 2^{b}$, for $R:=\rho+|c|$, all $m$ zeros of $p$ lying in these discs. Here $q(m) \leq m+1$ for any polynomial $p(x)$ and $q(m)=1$ under Las Vegas randomization (under which output error can be detected at a dominated computational cost) where the zeros of $p(x)$ are independent identically distributed (iid) random variables sampled from a fixed disc on the complex plane under the uniform probability distribution on that disc 11

Louis and Vempala use precision of $O(\log (d))$ bits in their root-finder assuming infinite precision for both computations and cost-free access to the output of a black box oracle. By allowing Las Vegas randomized linear map of $x$ we prove that precision bound even where we only access the output of the oracle with a relative error in $1 / d^{\nu}$ for a constant $\nu$ of our choice and where we compute with rounding errors.

Namely, let $\mathbb{B}_{d}$ denotes the optimal Boolean cost of such evaluation of a polynomial $p$, which decreases by a factor of $d / \log (d)$ in transition from a general polynomial $p$ to the Mandelbrot polynomial and a sum of $O(\log (d))$ shifted monomials. Then our analysis in Sec. 7 combined with Thm. 1.7 implies the solution of Problem $1 \mathrm{bb}_{m}$ in Boolean time

$$
\begin{equation*}
\mathbb{B}_{\mathrm{roots}}=\tilde{O}\left(\mathbb{B}_{d} m q(m)\right) \tag{1.5}
\end{equation*}
$$

for $q(m)$ of Thm. 1.7
In Sec. 9 we combine our algorithms supporting the above estimates with Kirrinnis's [60, Thm. 3.9], which bounds the Boolean complexity of Fiduccia-Moenck-Borodin's algorithm of [37, 73] for multipoint polynomial evaluation (see [18, Sec. 4.5] for the history of that study).

This leads us to the following result.
Theorem 1.8. Under the assumptions of Thm. 1.7 about a polynomial $p(x)$, discs $D(c, \rho)$ and $D(c, \theta \rho)$, integers $m$ and $q(m)$, positive $R$, and real $b$, one can approximate within $R / 2^{b}$, all $m$ zeros of $p$ lying in these discs in Boolean time $\tilde{O}((q(m) m+d)(q(m) m+d+b))$ for $q(m)$ of Thm. 1.7.
Remark 1.1. Optimality of our root-finding and factorization. If $m^{2}=\tilde{O}(d)$ or if $m$ is unrestricted but if $q(m)=\tilde{O}(1)$, then $q(m) m=\tilde{O}(d)$. If in addition $d=\tilde{O}(b)$, then the bound of Thm. 1.8 turns into $\tilde{O}(b d)$. This is below the lower bound $0.25(d-1) d b$ of Cor. 1.1, whcih can be applied to the Boolean cost of approximation of even a single zero of a general polynomial p of degree $d$, but that lower bound does not apply to our study where the polynomial $p(x)$ is not general: its $m$ zeros lie in a disc well isolated from its external zeros; in this case we only have the lower bound $0.25 b \max \{d+1,(m-1) m\}$ of Cor. 1.2, and our upper bound reaches it, up to poly-logarithmic factor, provided that $q(m) m=\tilde{O}(d)$ and $d=\tilde{O}(b)$. The same comments apply to our next estimates for factorization Problem 2.

By combining the estimate of Thm. 1.8 for $m=d$ with Cor. 1.4 for $d=O(b)$ we obtain the following Boolean time estimate for solving Problem 2 of factorization:

$$
\begin{equation*}
\mathbb{B}_{\text {factors }}=\tilde{O}((q(d) d+b) d q(d)) \text { if } d=O(b) \tag{1.6}
\end{equation*}
$$

By following 68 we extend our root-finder to approximation of the eigenvalues of a matrix $M$. Namely, combine Gershgorin's bound on matrix eigenvalues, our root-finders for $p(x)=\operatorname{det}(x I-M)$,
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(a) Four roots marked by asterisks lie in suspect sub-squares; the other (empty) subsquares are discarded.

(b) Both exclusion and $\sqrt{2}$-soft inclusion criteria hold for e/i test applied to the disc bounded by internal circle.

Figure 1
and Storjohann's algorithm of [123] for computing determinant to approximate all $m$ eigenvalues of a $d \times d$ matrix, for $1 \leq m \leq d$, that lie in a fixed disc on the complex plane isolated from external eigenvalues (like zeros in Thm. 1.7). Deduce the following record bound on Las Vegas expected Boolean time for this problem,

$$
\begin{equation*}
\mathbb{B}_{\text {eigen }}=\tilde{O}\left(m q(m) \tilde{b} d^{\omega}\right) \tag{1.7}
\end{equation*}
$$

where $\omega$ denotes an exponent of feasible or unfeasible matrix multiplication (MM),$\sqrt{12}\|M\|_{F}$ denotes the Frobenius norm of a matrix $M$, and $\tilde{b}:=\log \left(\|M\|_{F} / \epsilon\right)$. Then again, for a constant $m$ we match the Boolean time bound of [68] under no restrictions of [68] on the input and the output.

### 1.11 Background and our technical novelties (very briefly)

To solve Problem $\mathrm{lbb}_{m}$ we forget about the algorithms of 68] and rely distinct approach and completely distinct techniques.

We depart from the classical subdivision root-finders, traced back to [134, 46, 114, 88], which divide every suspect square into four congruent sub-squares and to each apply exclusion/inclusion (e/i) test: a square is discarded if it definitely contains no roots and is called suspect and processed in the next iteration otherwise (see Fig. 1a).

Observation 1.3. Let subdivision iterations be applied to a square with $m$ zeros of $p$. Then every iteration (i) decreases by twice the diameter of a suspect square and (ii) processes at most $4 m$ suspect squares, (iii) whose centers approximate all $m$ zeros of $p$ within the half-diameter of the squares.

Corollary 1.5. Subdivision iterations applied to a square with $m$ roots and side length $\Delta$ approximate them within $\epsilon=\Delta / 2^{b}$ after testing at most $4 m k$ suspect squares for $k \leq\left\lceil\log _{2}\left(\frac{\Delta}{\epsilon} \sqrt{2}\right)\right\rceil=$ $\lceil b+0.5\rceil$.

We follow [46] and instead of testing whether a suspect square contains zeros of $p$ we test whether its covering disc does this. In Secs. 3 and 4 we complete classical subdivision root-finding by devising $\sigma$-soft e/i tests for a black box polynomial and $\sigma>1$.

[^7]

Figure 2: Two discs superscribing two non-adjacent suspect squares are not minimal but do not lie close to one another.

Such tests report exclusion and discard an input square $S$ if they certify that its minimal covering disc $D(c, \rho):=\{x:|x-c| \leq \rho\}$ contains no roots. The tests report $\sigma$-soft inclusion, and then we call the square $S$ suspect and subdivide it, if for a fixed $\sigma>1$ these tests certify that a little larger concentric disc $D(c, \sigma \rho)$, said to be the $\sigma$-cover of the square $S$, contains a root or roots.

Criteria for both exclusion and soft inclusion can hold simultaneously (see Fig. 1b), but we stop as soon as we verify any of them.

The estimate $4 m k$ of Cor. 1.5 increases to $\alpha(\sigma) m k$ for $\alpha(\sigma)>4$ bounded by a constant for a constant $\sigma$.

For $\sigma<\sqrt{2}$ the $\sigma$-covers of two non-adjacent suspect squares are separated by the fraction $a:=2-\sigma \sqrt{2}$ of the side length (see Fig. 2).

Our techniques, in particular our use of randomization for root-finding, can be of independent interest.

As by-product we efficiently approximate the $\ell$-th root radius, that is, the $\ell$-th smallest distance to a zero of a black box polynomial from any fixed point on the complex plane.

### 1.12 Costly scaling for Pellet-based e/i tests

An e/i test based on Pellet's theorem for a polynomial $t(x)=\sum_{i=0}^{d} t_{i} x^{i}$ involves the values $\left|\frac{t_{i}}{t_{d}}\right|$ for $i=1, \ldots, d$, and hence, by virtue of Observation 1.2 must process at least $0.5(d-1) d b$ bits of the coefficients of $t(x)$ to support approximation of its zeros within $1 / 2^{b}$.

The algorithms of [23] cannot avoid this because they apply e/i tests to the polynomials obtained in $\log (\log (d))$ steps of root-squaring of Sec. 2.2 from polynomials $t_{c, \rho}(x)=p\left(\frac{x-c}{\rho}\right)$ where $\rho>0$ can be as small as $1 / 2^{b}$.

One may need more than $4 m \mathrm{e} / \mathrm{i}$ tests even in a single subdivision iteration; this means that one must involve more than $2(d-1) d m b$ bits and $(d-1) d m b$ bit-operations to solve Problem $1_{m}$ by applying such a Pellet-based root-finder.

### 1.13 Related works

The pioneering paper [68] proposed a novel algorithm for approximation of an absolutely largest zero of a real-rooted black box polynomial, estimated the computational precision and Boolean complexity of that algorithm, and extended it to approximation of an absolutely largest eigenvalue of a symmetric matrix. We adopt their model of computation and incorporate the five first lines of the proof of [68, Lemma 3.5] into our proof of the bound on the computational precision of our root-finders, but otherwise use completely distinct approach and techniques.

Further progress in that area is due to arXiv preprint [99] of 2018, expanded to 139 pages in August 2022, partly covered in [97, 51, 98, 67, and further advanced here, in its revision.

By following [99] we rely on classical subdivision root-finders, based on e/i tests and traced back to [134, 46, 114, 88]. All known e/i tests, however, operate with the coefficients of $p$ : they involve higher order derivatives $p^{(i)}(x), i=1,2, \ldots, d$ [46, 114], Newton's identities and fast root-squaring algorithms based on convolution [88], or Pellet's theorem [23].

Neither of these approaches can work for black box polynomials. We overcome the problem by means of approximation of a Cauchy integral by finite sums. Such approximation was used by Schönhage in [120] for the distinct goal of deflation of a polynomial.

Estimating Boolean complexity of our root-finders we use [60, Thm. 3.9].
Our randomization techniques for black box polynomial root-finding and our acceleration of black box subdivision root-finding by means of nearly maximal compression of a disc on the complex plane without losing any zero $p(x)$ are novel, to the best of our knowledge. As by-product we efficiently approximate the $\ell$-th root radius, that is, the $\ell$-th smallest distance to a zero of a black box polynomial, from any fixed point on the complex plane. Then again, we are not aware of any previous algorithms for this well-known basic task of polynomial root-finding.

### 1.14 Implementation and testing

Our current algorithms are less involved than those of [83, 90, have good chances to become user's choice root-finders ${ }^{13}$ Preliminary versions of our entire subdivision root-finders have been implemented and tested in [51, [54]. Already incorporation in 2020 of some of our techniques into the previous best implementation of subdivision root-finder of [55] has enabled its noticeable acceleration (see [51). The more advanced publicly available implementation in 54] "relies on novel ideas and techniques" from [99] (see [54, Sec. 1.2]) and also uses some earlier algorithms, which are slower by order of magnitude than our current ones but still performs dramatically faster than [55] or any other known variant of subdivision complex root-finder and, according to extensive tests with standard test polynomials, at least competes with user's choice package MPSolve even for approximation of all $d$ zeros of a polynomial $p$ given with its coefficients. ${ }^{14}$ This was only a dream for subdivision root-finders before 2022.

## Organization of the rest of the paper.

In Parts I - III we support the upper bound on the complexity of Problem $1_{m}$, exceeding that of Thm. 1.8 by a factor of $b$. In Part I we do this only under the bound $q(m) \leq m+1$ based on approximation of a Cauchy integral associated with root-counting in a disc on the complex plane.

[^8]In Part II we cover alternative derivation of the same complexity estimates based on lifting the zeros of $p$ to a fixed power $h=O(\log (d))$. We also deduce the estimates for $q(m)=1$ under random root model. We make presentation in Parts II independent of Part I by including again some definitions, figures, and theorems.

We devote Part III to Compression of a Disc and Acceleration of Subdivision Iterations
We cover Deflation in Part IV.
In Part V we study Polynomal Root-finding by means of Functional Iterations as well as Polynomial Factorization.

We devote Part VI to brief Conclusions.
In Appendices A and B we recall some Algorithms and Complexity Estimates from [120, 122 , on Recursive Factorization of a polynomial with extensions to Root-finding and Root Isolation and on Newton's refinement of Splitting a Polynomial into the product of two factors, respectively.

We dramatically revised Parts 0, I, II, and III, deleted tghe former Appendix C and some sections from Parts IV and V, but have not touched Parts IV - VI and the Appendix otherwise. In particular, we keep denoting the zeros of $p(x)$ by $x_{j}$ unlike Parts $0-\mathrm{III}$, where we write $z_{j}$.

## PART I: Subdivision with exclusion/inclusion tests based on approximation of Cauchy integrals

## Organization of the presentation in Part I

We devote the next section to some basic definitions. In Sec. 3 we study root-counting in a disc on the complex plane by means of approximation of a Cauchy integral over its boundary circle by finite sums ${ }^{15}$ In Sec. 4 we apply this study to devise and analyze root-counters and e/i tests in a disc on the complex plane. In short Sec. 5 we discuss error detection and correction for polynomial root-finders. In Sec. 6 we extend our e/i tests to estimating root radii, that is, the distances from a fixed complex point to the roots. In Secs. 7 and 9 we estimate precision of computing of our root-finders and their Boolean complexity, respectively, in both cases assuming that $p(x)$ is general polynomial of (1.1) represented with its coefficients. We devote short Sec. 8 to extension of our root-finders to approximation of the eigenvalues of a matrix or a matrix polynomial.

## 2 Background: basic definitions

- $S(c, \rho):=\{x:|\Re(c-x)| \leq \rho$,
$|\Im(c-x)| \leq \rho\}, D(c, \rho):=\{x:|x-c| \leq \rho\}$,
$C(c, \rho):=\{x:|x-c|=\rho\}$, and
$A\left(c, \rho, \rho^{\prime}\right):=\left\{x: \rho \leq|x-c| \leq \rho^{\prime}\right\}$
denote a square, a disc, a circle (circumference), and an annulus on the complex plane, respectively.
- $\Delta(\mathbb{R}), X(\mathbb{R}), C H(\mathbb{R})$, and $\#(\mathbb{R})$ denote the diameter, the root set, the convex hull, and the index (root set's cardinality) of a region $\mathbb{R}$ on the complex plane, respectively.
- A disc $D(c, \rho)$, a circle $C(c, \rho)$, or a square $S(c, \rho)$ is said to be $\theta$-isolated for $\theta>1$ if $X(D(c, \rho))=X(D(c, \theta \rho)), X(C(c, \rho))=X(A(c, \rho / \theta, \rho / \theta))$, or $X(S(c, \rho))=X(S(c, \theta \rho))$, respectively.
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Figure 3: The roots are marked by asterisks. The red circle $C(c, \rho \theta)$ and the disc $D(c, \rho \theta)$ have isolation $\theta$. The disc $D(c, \rho)$ has isolation $\theta^{2}$.

- The largest upper bound on such a value $\theta$ is said to be the isolation of the disc $D(c, \rho)$, the circle $C(c, \rho)$, or the square $S(c, \rho)$, respectively (see Fig. 3), and is denoted $i(D(c, \rho))$, $i(C(c, \rho))$, and $i(S(c, \rho))$, respectively.
- $r_{1}(c, t)=\left|y_{1}-c\right|, \ldots, r_{d}(c, t)=\left|y_{d}-c\right|$ in non-increasing order are the $d$ root radii, that is, the distances from a complex center $c$ to the zeros $y_{1} \ldots, y_{d}$ of a $d$ th degree polynomial $t(x)$. $r_{j}(c):=r_{j}(c, p), r_{j}:=r_{j}(0)$ for $j=1, \ldots, d$.
- Define Newton's inverse ratio $\operatorname{NIR}(x):=\frac{p^{\prime}(x)}{p(x)}$. Differentiate factorization (1.1) of $p(x)$ to express $\operatorname{NIR}(x)$ as follows:

$$
\begin{equation*}
\operatorname{NIR}(x)=\frac{p^{\prime}(x)}{p(x)}=\sum_{j=1}^{d} \frac{1}{x-z_{j}} \tag{2.1}
\end{equation*}
$$

- Generalize e/i tests as follows: For $p(x)$ of (1.1), $\sigma>1$, and integers $\ell$ and $m$ such that $1 \leq \ell \leq m \leq d$ and $\#(D(0,1)) \leq m$, a $\sigma$-soft $\ell$-test, or just $\ell$-test for short (1-test being $\mathrm{e} / \mathrm{i}$ test), either outputs 1 and stops if it detects that $r_{d-\ell+1} \leq \sigma$, that is, $\#(D(0, \sigma)) \geq \ell$, or outputs 0 and stops if it detects that $r_{d-\ell+1}>1$, that is ${ }^{16} \#(D(0,1))<\ell$. $\ell$-test $t_{c, \rho}$, aka $\ell$-test for the disc $D(c, \rho)$, is an $\ell$-test applied to the polynomial $t(y)$ of (2.2).
- By properly shifting and scaling the variable $x$ define the linear map of the disc $D(c, \rho)$ into the unit disc $D(0,1)$ :

$$
\begin{equation*}
x \mapsto \frac{x-c}{\rho}, D(c, \rho) \mapsto D(0,1), \text { and } p(x) \mapsto t(x)=p\left(\frac{x-c}{\rho}\right) . \tag{2.2}
\end{equation*}
$$

Observation 2.1. (2.2) maps the zeros $z_{j}$ of $p(x)$ into the zeros $y_{j}=\frac{z_{j}-c}{\rho}$ of $t(y)$, for $j=1, \ldots, d$, and preserves the index $\#(D(c, \rho))$ and the isolation $i(D(c, \rho))$.
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## 3 Cauchy root-counting in a disc

### 3.1 Root-counting in the unit disc

Recall that the power sums of the zeros of $p(x)$ in a complex domain $\mathcal{D}$ is given by a Cauchy integral over its boundary contour $\mathcal{C}$ (cf. [1]):

$$
\begin{equation*}
s_{h}=s_{h}(\mathcal{D}):=\sum_{j=1}^{d} z_{j}^{h}=\frac{1}{2 \pi \sqrt{-1}} \int_{\mathcal{C}} \frac{p^{\prime}(x)}{p(x)} d x, h=0,, \ldots \tag{3.1}
\end{equation*}
$$

We are particularly interested in computing the 0 -th power sum $s_{0}=\#(\mathcal{D})$; We can just approximate it within less than $1 / 2$ and then obtain it by means of rounding.

For $\mathcal{D}=D(0,1)$ we fix a positive integer $q$ and approximate $s_{h}$ with Cauchy sum

$$
\begin{equation*}
s_{h, q}:=\frac{1}{q} \sum_{g=0}^{q-1} \zeta^{(h+1) g} \frac{p^{\prime}\left(\zeta^{g}\right)}{p\left(\zeta^{g}\right)} \text { for } \zeta \text { of (1.3). } \tag{3.2}
\end{equation*}
$$

Alternatively, one can apply Exponentially Convergent Adaptive Trapezoidal Quadrature [131] efficiently implemented in Boost C++ libraries.

### 3.2 Cauchy sums as weighted power sums of the roots

Cor. 3.1 from the following lemma expresses the $h$ th Cauchy sum $s_{h, q}$ as the sum of the $h$ th powers of the roots $z_{j}$ with the weights $\frac{1}{1-x^{q}}$.

Lemma 3.1. For a complex $z$, two integers $h \geq 0$ and $q>1$, and $\zeta$ of (1.3), it holds that

$$
\begin{equation*}
\frac{1}{q} \sum_{g=0}^{q-1} \frac{\zeta^{(h+1) g}}{\zeta^{g}-z}=\frac{z^{h}}{1-z^{q}} \tag{3.3}
\end{equation*}
$$

Proof. First let $|z|<1$ and obtain

$$
\frac{\zeta^{(h+1) g}}{\zeta^{g}-z}=\frac{\zeta^{h g}}{1-\frac{z}{\zeta^{g}}}=\zeta^{h g} \sum_{u=0}^{\infty}\left(\frac{z}{\zeta^{g}}\right)^{u}=\sum_{u=0}^{\infty} \frac{z^{u}}{\zeta^{(u-h) g}} .
$$

The equation in the middle follows from Newman's expansion

$$
\frac{1}{1-y}=\sum_{u=0}^{\infty} y^{u} \text { for } y=\frac{z}{\zeta^{g}}
$$

We can apply it because $|y|=|z|$ while $|z|<1$ by assumption.
Sum the above expressions in $g$, recall that

$$
\begin{equation*}
\zeta^{u} \neq 1 \text { and } \sum_{s=0}^{q-1} \zeta^{u}=0 \text { for } 0<u<q, \zeta^{q}=1 \tag{3.4}
\end{equation*}
$$

and deduce that

$$
\frac{1}{q} \sum_{g=0}^{q-1} \frac{z^{u}}{\zeta^{(u-h) g}}=z^{u}
$$

for $u=h+q l$ and an integer $l$, while $\sum_{g=0}^{q-1} \frac{z^{u}}{\zeta^{(u-h) g}}=0$ for all other values $u$. Therefore

$$
\frac{1}{q} \sum_{g=0}^{q-1} \frac{\zeta^{(h+1) g}}{\zeta^{g}-z}=z^{h} \sum_{l=0}^{\infty} z^{q l}
$$

Apply Newman's expansion for $y=z^{q}$ and deduce (3.3) for $|z|<1$. By continuity extend (3.3) to the case of $|z|=1$.

Now let $|z|>1$. Then

$$
\frac{\zeta^{(h+1) g}}{\zeta^{g}-z}=-\frac{\zeta^{(h+1) g}}{z} \frac{1}{1-\frac{\zeta^{g}}{z}}=-\frac{\zeta^{(h+1) g}}{z} \sum_{u=0}^{\infty}\left(\frac{\zeta^{g}}{z}\right)^{u}=-\sum_{u=0}^{\infty} \frac{\zeta^{(u+h+1) g}}{z^{u+1}}
$$

Sum these expressions in $g$, write $u:=q l-h-1$, apply (3.4), and obtain

$$
\frac{1}{q} \sum_{g=0}^{q-1} \frac{\zeta^{(h+1) g}}{\zeta^{g}-z}=-\sum_{l=1}^{\infty} \frac{1}{z^{q l-h}}=-z^{h-q} \sum_{l=0}^{\infty} \frac{1}{z^{q l}}
$$

Apply Newman's expansion for $y=z^{q}$ again and obtain

$$
\frac{1}{q} \sum_{g=0}^{q-1} \frac{\zeta^{(h+1) g}}{\zeta^{g}-z}=-\frac{z^{h-q}}{1-\frac{1}{z^{q}}}=\frac{z^{h}}{1-z^{q}}
$$

Hence (3.3) holds in the case where $|z|>1$ as well.
Sum equations (3.3) for $z=z_{j}$ and $j=1, \ldots, d$, combine Eqns. 2.1 and (3.2), and obtain
Corollary 3.1. For the zeros $z_{j}$ of $p(x)$ and all $h$, the Cauchy sums $s_{h, q}$ of (3.2) satisfy $s_{h, q}=$ $\sum_{j=1}^{d} \frac{z_{j}^{h}}{1-z_{j}^{q}}$ unless $z_{j}^{q}=1$ for some $j$.

### 3.3 Approximation of the power sums in the unit disc

Cor. 3.1 implies that the values $\left|s_{h, q-} s_{h}\right|$ decrease exponentially in $q-h$ if the unit disc $D(0,1)$ is isolated.

Theorem 3.1. [120, Eqn. (12.10) 17 Let the unit disc $D(0,1)$ be $\theta$-isolated and let $d_{\text {in }}$ and $d_{\text {out }}=d-d_{\mathrm{in}}$ denote the numbers of the roots lying in and outside the disc $D(0,1)$, respectively. Then

$$
\begin{equation*}
\left|s_{h, q}-s_{h}\right| \leq \frac{d_{\mathrm{in}} \theta^{-h}+d_{\mathrm{out}} \theta^{h}}{\theta^{q}-1} \leq \frac{d \theta^{h}}{\theta^{q}-1} \text { for } h=0,1, \ldots, q-1 \tag{3.5}
\end{equation*}
$$

Proof. Combine the expression $s_{h}=\sum_{j=1}^{d} z_{j}^{h}$ with Cor. 3.1 and obtain

$$
s_{h, q}-s_{h}=\sum_{j=1}^{d} \frac{z_{j}^{q+h}}{1-z_{j}^{q}}=s_{h, q, \mathrm{in}}+s_{h, q, \mathrm{out}}
$$

where

$$
s_{h, q, \mathrm{in}}=\sum_{j=1}^{d_{\mathrm{in}}} \frac{z_{j}^{q+h}}{1-z_{j}^{q}} \text { and } s_{h, q, \mathrm{out}}=\sum_{j=d_{\mathrm{in}}+1}^{d} \frac{z_{j}^{h}}{1-z_{j}^{q}}
$$

[^11]To prove bound (3.5) combine these equations with the bounds

$$
\left|z_{j}\right| \leq \eta \text { for } j \leq d_{\text {in }} \text { and } \frac{1}{\left|z_{j}\right|} \leq \eta \text { for } d_{\mathrm{in}}<j \leq d
$$

By choosing $q$ that exceeds $\log _{\theta}(2 d+1)$ we ensure that $\left|s_{0}-s_{0, q}\right|<1 / 2$, and then obtain $s_{0}$ by rounding $s_{0, q}$ to the nearest integer.
Example 3.1. Let the unit circle $C(0,1)$ be 2-isolated. Then Thm. 3.1 implies that $\left|s_{0, q}-s_{0}\right|<1 / 2$ for $d \leq 1,000$ if $q=10$ and for $d \leq 1,000,000$ if $q=20$.

Algorithm 3.1. INPUT: a black box polynomial $p$ of a degree $d$ and $\theta>1$.
INITIALIZATION: Compute the integer $q=\left\lfloor\log _{\theta}(4 d+2)\right\rfloor>\log _{\theta}(2 d+1)$.
COMPUTATIONS: Compute Cauchy sum $s_{0, q}$ and output an integer $\bar{s}_{0}$ closest to it.
Observation 3.1. (i) Alg. 3.1 runs at $H L A$ cost $q=\left\lfloor\log _{\theta}(4 d+2)\right\rfloor$. (ii) It outputs $\bar{s}_{0}=\#(D(0,1))$ if the circle $C(0,1)$ is $\theta$-isolated for $\theta>1$. (iii) If the algorithm outputs $\bar{s}_{0}>0$, then $\#(D(0, \theta))>0$.
Proof. Thm. 3.1 immediately implies claim (ii) but also implies that $\#(D(0,1))>0$ if $\bar{s}_{0}>0$ unless $\#(A(0,1 / \theta, \theta))>0$. In both cases $\#(D(0, \theta))>0$.

### 3.4 Extension to any disc

Map (2.2) enables us to extend definition (3.2) of Cauchy sum to any disc $D(c, \rho)$ as follows:

$$
\begin{equation*}
s_{0, q}(p, c, \rho):=s_{0, q}(t, 0,1):=\frac{\rho}{q} \sum_{g=0}^{q-1} \zeta^{g} \frac{p^{\prime}\left(c+\rho \zeta^{g}\right)}{p\left(c+\rho \zeta^{g}\right)}, \tag{3.6}
\end{equation*}
$$

for $\zeta$ of (1.3), that is, $s_{h, q}(p, c, \rho)$ is the Cauchy sums $s_{h, q}(t, 0,1)$ of the zeros of the polynomial $t(y)=p\left(\frac{y-c}{\rho}\right)$ in the unit disc $D(0,1)$.
Observation 3.2. Given a polynomial $p(x)$, a complex $c$, a positive $\rho$, a positive integer $q$, and the $q$-th roots of unity, evaluation of $s_{0, q}(p, c, \rho)$ can be reduced to the evaluation of $\operatorname{NIR}\left(\zeta^{g}\right)$ for $g=0,1, \ldots, q-1$ at HLA cost $q$ and in addition performing $q+1$ divisions, $2 q-1$ multiplications, and $2 q-1$ additions.

Refer to Alg. 3.1 applied to the polynomial $t(y)$ of (2.2) for an isolation parameter $\theta>1$ as Alg. 3.1 le,,$\theta$ and also as Alg. 3.1 applied to $\theta$-isolated circle $C(c, \rho)$. Combine Observations 2.1 and 3.2 to extend Observation 3.1 as follows.

Theorem 3.2. (i) Alg. 3.1 , $, \rho, \theta$ runs at HLA cost $q=\left\lfloor\log _{\theta}(4 d+2)\right\rfloor$ and in addition performs $5 q-2$ ops. (ii) It outputs $\bar{s}_{0}=\#(D(c, \rho))$ if the circle $C(c, \rho)$ is $\theta$-isolated. (iii) If the algorithm outputs $\bar{s}_{0}>0$, then $\#(D(c, \theta \rho))>0$.

By applying Thm. 3.1 we can estimate the errors $\left|s_{h, q}(t, 0,1)-s_{h}(t, 0,1)\right|$ of the approximation of the $h$ th power sums $s_{h}(t, 0,1)$ of the roots of $t(x)$ in the unit disc $D(0,1)$. Next we specify this for $h=1$.

Theorem 3.3. (Cf. [54].) Let for $\theta>1$ a $\theta$-isolated disc $D(c, \rho)$ contain exactly $m$ roots. Fix $a$ positive integer $q$ and define the Cauchy sum $s_{1, q}(p, c, \rho)$ of (3.6). Then

$$
\left|m c+\rho s_{1, q}(p, c, \rho)-s_{1}(p, c, \rho)\right| \leq \frac{\rho d \theta}{\theta^{q}-1} .
$$

### 3.5 The real part of the 0-th Cauchy sum

Clearly, $\left|\Re\left(s_{0, q}\right)-s_{0}\right| \leq\left|s_{0, q}-s_{0}\right|$ because $s_{0}$ is an integer. Next we estimate the bound $\left|\Re\left(s_{0, q}\right)-s_{0}\right|$ for the unit disc $D(0,1)$, point out some resulting directions to algorithmic gain for root-finding, but leave further elaboration as a challenge for formal and empirical investigation.

Recall that $s_{0, q}=\sum_{j=1}^{d} \frac{1}{1-z_{j}^{q}}$ unless $z_{j}^{q}=1$ for some $q$ (cf. Cor. 3.1), write $z:=z_{j}^{q}$ and estimate the contribution of a roots $z_{j}$ to $\Re\left(s_{0, q}\right)$.

Theorem 3.4. Let $z=\rho \cdot(\cos (\phi)+\sin (\phi) \mathbf{i})$ for a non-negative $\rho$ and a real $\phi \in[0,2 \pi)$. Then

$$
\begin{gather*}
\Re\left(\frac{1}{1-z}\right)=\frac{1-\rho \cos (\phi)}{1+\rho^{2}-2 \rho \cos (\phi)}  \tag{3.7}\\
1-\Re\left(\frac{1}{1-z}\right)=\rho \frac{\rho-\cos (\phi)}{1+\rho^{2}-2 \rho \cos (\phi)} . \tag{3.8}
\end{gather*}
$$

Proof. Multiply both numerator and denominator of the fraction

$$
\frac{1}{1-z}=\frac{1}{1-\rho \cdot(\cos (\phi)+\sin (\phi) \mathbf{i})}
$$

by $1-\rho \cdot(\cos (\phi)-\sin (\phi) \mathbf{i})$, substitute $\cos ^{2}(\phi)+\sin ^{2}(\phi)=1$, and obtain (3.7). Then readily verify (3.8).

Corollary 3.2. Under the assumptions of Thm. 3.4 it holds that

$$
\begin{gather*}
\Re\left(\frac{1}{1-z}\right) \geq 0 \text { if } \rho \leq 1,  \tag{3.9}\\
\Re\left(\frac{1}{1-z}\right)=\frac{1}{2} \text { if } \rho=1 \text { and if } \phi \neq 0,  \tag{3.10}\\
\Re\left(\frac{1}{1-z}\right) \geq \frac{1-0.8 \rho}{1+\rho^{2}-1.6 \rho} \text { if } \rho \leq 5 / 4 \text { and if } \cos (\phi) \leq 0.8,  \tag{3.11}\\
\Re\left(\frac{1}{1-z}\right)=\frac{1}{1-\rho} \text { if } \phi=0 \text { and if } \rho \neq 1,  \tag{3.12}\\
\frac{1}{1+\rho} \leq\left|\Re\left(\frac{1}{1-z}\right)\right| \leq \frac{1}{|1-\rho|},  \tag{3.13}\\
\frac{\rho}{1+\rho} \leq\left|1-\Re\left(\frac{1}{1-z}\right)\right| \leq \frac{\rho}{|1-\rho|} . \tag{3.14}
\end{gather*}
$$

Proof. Readily deduce (3.9), (3.10), and (3.12) from (3.7).
Write

$$
y:=\cos (\phi), f(y):=\Re\left(\frac{1}{1-z}\right), \text { and } g(y):=\frac{1}{f(y)}
$$

Then deduce from (3.7) that $g(y)=2+\frac{\rho^{2}-1}{1-\rho y}$. Hence $g^{\prime}(y)=\frac{\left(\rho^{2}-1\right) \rho}{(1-\rho y)^{2}}$ is a monotone increasing or monotone decreasing function, singular if and only if $y=\frac{1}{\rho}$. Extend these properties to $f(y)$ and $1-f(y)$ if $\rho<1$. This implies (3.11), (3.13), and (3.14) provided that $\rho<1$ because

$$
f(1)=\frac{1}{1-\rho}, 1-f(1)=\frac{\rho}{1-\rho}, f(-1)=\frac{1}{|1+\rho|}, 1-f(-1)=\frac{\rho}{|1+\rho|},
$$

and $f(0.8)=\frac{1-0.8 \rho}{1+\rho^{2}-1.6 \rho}$.
The proof can be extended to the case where $\rho \geq 1$ except that the zero $y=\frac{1}{\rho}$ of $f(y)$ turns into a pole of $\frac{1}{f(y)}$. We complete the proof of the bounds (3.13) for all positive $\rho$ by observing that $f\left(\frac{1}{\rho}\right)$ is undefined for $\rho=1$ and that otherwise $f\left(\frac{1}{\rho}\right)=0$ and $1-f\left(\frac{1}{\rho}\right)=1$.

Next we outline but do not elaborate upon some potential links of Cor. 3.2 to root-counting. Let the unit disc $D(0,1)$ be $\theta$-isolated, combine bounds (3.13) and (3.14), and obtain

$$
\left|\Re\left(s_{0, q}\right)-s_{0}\right| \leq \frac{d}{\theta^{q}-1} .
$$

The bound is similar to (3.5) for $h=0$ but is overly pessimistic: it is only reached where $\cos (\phi)=1$ for $z=z_{j}$ and all $j$.

Equation (3.12) implies numerically unstable dependence of the fraction $\Re\left(\frac{1}{1-z}\right)$ on $\rho$ where $\cos (\phi) \approx 1 \approx \rho$, but bound (3.11) shows that outside a rather small neighborhood of these extreme values of $\cos (\phi)$ and $\rho$ the fraction becomes smooth and approaches $1 / 2$ as $\rho \rightarrow 1$ and $/$ or $\cos (\phi) \rightarrow$ -1 .

Remark 3.1. In view of bound (3.11) random rotation of the circle $C(0,1)$ is a heuristic recipe for countering instability in $z$ of the fraction $\Re\left(\frac{1}{1-z}\right)$ because $\cos (\phi)>0.8$ for only one of four equally-spaced points $\phi$ on the unit circle $C(0,1)$ and hence with a probability less than $1 / 4$ for a random choice of $\phi$ under the uniform probability distribution in the range $[0,2 \pi)$. Moreover, random rotation of the circle can limit the adverse and numerically unstable impact on an e/i test by boundary roots - lying on or near the boundary circle $C(0,1)$.

We conclude with a simple but surprising result on root-counting on an isolated circle.
Corollary 3.3. Suppose that $p(1) \neq 0$ and that $p(x)$ has precisely $m$ roots in an annulus $A\left(0, \frac{1}{\theta}, \theta\right)$ for a fixed $\theta>1$ and that all of them lie on the unit circle $C(0,1)$. Let $s^{\prime}$ and $s^{\prime \prime}$ denote the 0 th Cauchy sums for the discs $D\left(0, \frac{1}{\theta}\right)$ and $D(0, \theta)$, respectively, and write $s_{0, q}=s^{\prime \prime}-s^{\prime}$. Then $\#(C(0,1))=2 \Re\left(s_{0, q}\right)$.
Proof. Combine Cor. 3.1 for $h=0$ with equation (3.10).

### 3.6 The power sums and Newton's identities

If a polynomial $p(x)$ of (1.1) is monic, e.g., has been made monic by scaling, then the power sums of all its $d$ roots can be linked to the coefficients through the linear system of Newton's identities (cf. [89, equations (2.5.4) and (2.5.5)]):

$$
\begin{gather*}
s_{1}+p_{d-1}=0 \\
p_{d-1} s_{1}+s_{2}+2 p_{d-2}=0 \\
p_{d-2} s_{1}+p_{d-1} s_{2}+s_{3}+3 p_{d-3}=0 \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots
\end{gather*}
$$

and for any $K>d$ it holds that

$$
\begin{equation*}
\sum_{j=0}^{d} p_{d-j} s_{d+i-j}=0, i=1, \ldots, K-d \tag{3.16}
\end{equation*}
$$

Algorithm 3.2. From the coefficients to the power sums. Given the coefficients of a polynomial p of (1.1), compute the power sums $s_{h}$ of its roots for $h=1,2, \ldots, d$ by solving a triangular Toeplitz linear system, which is equivalent to computing the reciprocal of a polynomial in $x$ modulo $x^{d}$ [89, Sec. 2.5].

Conversely, given the power sums, we can compute the coefficients by solving a triangular linear system defined by the same identities or by applying Newton's iterations (see Algs. 21.3 and 21.4).

## 4 Root-counting and $\ell$-tests

### 4.1 Overview

We seek fast root-counters and $\ell$-tests based on computing Cauchy sum $s_{0, q}$ for a smaller integer $q$, but if we go too far the output can deceive us: the polynomial $p(x):=\left(1-w x^{d-m}\right)\left(x^{m}-d x+w\right)$ has zero near the origin if $w \approx 0$, while $\operatorname{NIR}(x)=p^{\prime}(x) / p(x)$ vanishes for $x$ equal to any $(d-1)$ st root of unity.

Such deceptive e/i tests have been extremely rare guests in the extensive experiments in [51, 54] for $q$ of order $\log ^{2}(d)$ ) and were completely excluded where the values $\left|s_{h, q}\right|$ were required to be small for $h=0,1,2$, but formal support for this empirical behavior is still a challenge. In the next two subsections we formally support root-counters and $\ell$-tests running at randomized HLA cost in $O(m \log (d))$. We rely on sampling the radius of an input circle at random in a fixed range and conjecture that we would obtain similar results by computing the Cauchy sum $s_{0, q}$ for the polynomial $p(a x)$ for random $a \in C(0,1)$.

Randomization in our and all root-finders is of Las Vegas type (see Sec. 5). Besides, we apply randomization in Sec. 7 anyway - to bound computational precision in our root-finders.

For the sake of completeness, however, we present a deterministic $\ell$-test in Sec. 5.1.

### 4.2 A basic randomized root-counter

Next we avoid adverse impact whp for any input polynomial $p$ and thus devise faster $\ell$-test $t_{c, \rho}$ by applying Las Vegas randomization: Fix the center $c$ of a circle $C(c, \rho)$ but choose its radius $\rho$ at random in a small range and then prove that whp isolation $\theta:=i(C(c, \rho))$ sufficiently exceeds 1 to keep the boundary circle away from the zeros of $p$ whp.

Accordingly we modify Alg. 3.1,, : we initialize it by choosing a positive integer $q$, thus arriving
 devising a root-counter in such a random disc $D(0, \rho)$. This can serve as a $\sigma$-soft $\ell$-test for the disc $D\left(0,2^{0.2}\right)$ for $\sigma=2^{0.2}$ : indeed, if $\#(D(0, \rho))<\ell$, then $\#\left(D\left(0,2^{0.2}\right)<\ell\right.$; otherwise $\#\left(D\left(0,2^{0.4}\right)\right) \geq \ell$.

Algorithm 4.1. Basic randomized root-counter.
INPUT: $\gamma \geq 1$ and a d-th degree black box polynomial $p$ having at most $m$ zeros in the disc $D(0, \sqrt{2})$.
INITIALIZATION: Sample a random value $w$ in the range $[0.2,0.4]$ under the uniform probability distribution in that range and write $\rho:=2^{w}$.
COMPUTATIONS: Apply Alg. 3.1. $_{\mathrm{l}, \rho}^{(q)}$ for $q=\left\lfloor 10 m \gamma \log _{2}(4 d+2)\right\rfloor$.
Theorem 4.1. Alg. 4.1 runs at HLA cost $q=\left\lfloor 10 m \gamma \log _{2}(4 d+2)\right\rfloor$ and outputs $\bar{s}_{0}=\#(D(0, \rho))$ with a probability at least $1-1 / \gamma$.

Proof. The HLA cost is as claimed by definition.
By assumption, the annulus $A(0,1, \sqrt{2})$ contains at most $m$ roots.
Hence at most $m$ root radii $r_{j}=2^{e_{j}}$, for $j=1, \ldots, m^{\prime} \leq m$, lie in the range $[1, \sqrt{2}]$, that is, $0 \leq e_{j} \leq 0.5$ for at most $m^{\prime} \leq m$ integers $j$.
Fix $m^{\prime}$ intervals, centered at $e_{j}$, for $j=1, \ldots, m^{\prime}$, each of a length at most $1 /\left(5 m^{\prime} \gamma\right)$. Their overall length is at most $1 /(5 \gamma)$. Let $\mathbb{U}$ denote their union.
Sample a random $u$ in the range $[0.2,0.4]$ under the uniform probability distribution in that range and notice that Probability $(u \in \mathbb{U}) \leq 1 / \gamma$.
Hence with a probability at least $1-1 / \gamma$ the circle $C(0, \rho)$ is $\theta$-isolated for $\theta=2^{\frac{1}{10 m \gamma}}$, in which case Alg. 4.1 outputs $\bar{s}_{0}=s_{0}=\#(D(0, \rho))$ by virtue of claim (ii) of Thm. 3.2.

### 4.3 Refining the bound on error probability

Next reapply Alg. 4.1 $v$ times. Clearly, this increases its HLA cost $v$ times but also decreases the error probability dramatically - below $1 / \gamma^{v}$.

Next we will prove this for $\ell=1$ and $\ell=m$. First again reduce the root radius approximation problem to the decision problem of $\ell$-test. Namely, narrow Alg. 4.1 to an $\ell$-test for a fixed $\ell$ in the range $1 \leq \ell \leq m$, so that with a probability at least $1-1 / \gamma$ this $\ell$-test outputs 0 if $\#(D(0,1))<\ell$ and outputs 1 if $\#\left(D\left(0,2^{0.5}\right)\right) \geq \ell$. Moreover, output 1 is certified by virtue of claim (iii) of Thm. 3.2 if $\ell=1$; similarly the output 0 is certified if $\ell=m$.

Next extend the $\ell$-test by means of applying Alg. 4.1 for $v$ iid random variables $w$ in the range $0.2 \leq w \leq 0.4$. Call this $\ell$-test Alg. $4.1 \mathrm{v}, \ell$.

Specify its output $g$ for $\ell=1$ as follows: let $g=1$ if Alg. 4.1v, 1 outputs 1 at least once in its $v$ applications; otherwise let $g=0$. Likewise, let $g=0$ if Alg. 4.1v, $m$ outputs 0 at least once in its $v$ applications; otherwise let $g=1$.

Recall Thm. 4.1 and then readily verify the following theorem.
Theorem 4.2. (i) For two integers $1 \leq \ell \leq m$ and $v \geq 1$ and a real $\gamma \geq 1$, Alg. 4.1v, $\ell$ runs at HLA cost $\left\lfloor 10 \mathrm{~m} \gamma \log _{2}(4 d+2)\right\rfloor v$, which dominates the cost of the other ops involved, even in the cases of the Mandelbrot and sparse polynomials p (cf. Observation 3.2). (ii) Output 1 of Alg. 4.1v, 1 and the output 0 of Alg. 4.1v, $m$ are certified. (iiii) Output 0 of Alg. 4.1v, 1 and output 1 of Alg. 4.1 $\mathrm{v}, \mathrm{m}$ are correct with a probability at least $1-1 / \gamma^{v}$.

The theorem bounds the cost of $\ell$-tests for $\ell=1$ (e/i tests) and $\ell=m$. This is sufficient for our root-finding, but our next natural extension covers $\ell$-tests for any integer $\ell$ in the range $1<\ell<m$.

Assign the values 0 or 1 to the output integers $g$ as follows: compute the average of the $v$ outputs in $v$ independent applications of the test and output $g$ denoting the integer closest to that average; if the average is $1 / 2$, write $g=0$ to break ties.

This extension of Alg. 4.11v, $\ell$ is only interesting for $1<\ell<m$; otherwise its cost/error estimates are inferior to those of Thm. 4.2,

Theorem 4.3. For an integer $\ell$ such that $1<\ell<m \leq d$ and real $v \geq 1$ and $\gamma>1$, Algs. $4.1 \mathrm{v}, \ell$ runs at HLA cost $\left\lfloor 10 \mathrm{~m} \gamma \log _{2}(4 d+2)\right\rfloor v$, and its output is correct with a probability at least $1-(4 / \gamma)^{v / 2}$.

Proof. Since $D(0,1) \subset D(0, \sqrt{2})$, we only consider the following three cases:
(i) $\#(D(0,1))<\ell$ and $\#\left(D\left(0,2^{0.5}\right)\right) \geq \ell$,
(ii) $\#\left(D\left(0,2^{0.5}\right)\right)<\ell$, and then also $\#(D(0,1))<\ell$,
(iii) $\#(D(0,1)) \geq \ell$, and then also $\#\left(D\left(0,2^{0.5}\right)\right) \geq \ell$.

In case (i) the output $g$ is always correct.
In case (ii) the output 0 is correct, while the output 1 is wrong and occurs if and only if more than $v / 2$ tests go wrong, by outputting 1 .

Likewise, in case (iii) the output 10 is correct, while the output 0 occurs if and only if more than $v / 2$ tests go wrong, by outputting 0 .

In both cases (ii) and (iii) we deal with the binomial distribution having failure probability $1 / \gamma$, and so (cf. [24]) the probability $P$ of at least $v / 2$ failures among $v$ tests is at most $\sum_{j=\bar{v}}^{v}\binom{v}{j} T_{j}$ for $T_{j}=\gamma^{-j}(1-1 / \gamma)^{v-j} \leq \gamma^{-j}$.

Therefore, $P \leq \sum_{j=0}^{v}\binom{v}{j}=T_{\bar{v}} 2^{v} \max _{j} T_{j}$. Substitute $\sum_{j=0}^{v}\binom{v}{j}=2^{v}$ and $\bar{v}=\lceil v / 2\rceil$ and obtain $P<2^{v} T_{\bar{v}} \leq 2^{v} / \gamma^{v / 2}=(4 / \gamma)^{v / 2}$.

## 5 Error detection and correction

A randomized root-finder can lose some roots, although with a low probability, but we can detect such a loss at the end of root-finding process, simply by observing that among the $m$ roots in an input disc only $m-w$ tame roots have been closely approximated $\sqrt{18}$ while $w>0$ wild roots remain at large. Then we can recursively apply the same or another root-finder until we approximate all $m$ roots .19 Next we estimate the cost and error probability of this recursive process.

Theorem 5.1. Let the above recipe for error detection and correction be applied to the output of a basic randomized root-finder performing at the cost $\alpha$ (under a fixed model) and correct with a probability $1 / \beta$ for $\beta>1$ and let the basic algorithm be reapplied, each time with error detection at cost $\delta$. Then in $v$ recursive applications of the algorithm, its output is certified to be correct at the cost less than $(\alpha+\delta) v$ with a probability at least $1-1 / \beta^{v}$.

Having $d-w$ tame roots $z_{w+1}, z_{w+1}, \ldots, z_{d}$ approximated, we can deflate the factor $q(x)=$ $\prod_{j=1}^{w}\left(x-z_{j}\right)$, e.g., by applying evaluation-interpolation techniques [129], but this can blow up the coefficient length and destroy numerical stability unless $w$ is a sufficiently small integer.

Working with a black box polynomial, however, we have an option of implicit deflation of the wild factor of $p$ of any degree $w$, whose root set is made up of the $w$ wild roots $z_{1}, \ldots, z_{w}$ : we can apply the same or another root-finder to the quotient polynomial $q(x)=p(x) / \prod_{j=w+1}^{d}\left(x-z_{j}\right)$, without computing the coefficients of this quotient. We can compute the ratio $\frac{q^{\prime}(x)}{q(x)}$ by applying the following expression: $\frac{q^{\prime}(x)}{q(x)}=\frac{p^{\prime}(x)}{p(x)}-\sum_{j=1}^{d-w} \frac{1}{x-z_{j}}$.

### 5.1 Deterministic $\ell$-test

In view of our remark at the end of Sec. 4.1, randomization is only a nominal restriction for $\ell$-tests, but next we get rid of it, although at the price of increasing the HLA and Boolean cost by a factor of $m$.

Any output $\bar{s}_{0}>0$ of Alg. 3.1 $]_{\text {, } \rho}$ certifies soft inclusion by virtue of claim (iii) of Thm. 3.2, but the output $\bar{s}_{0}=0$ does not certify exclusion because some unknown roots can lie on or near the

[^12]circle $C(c, \rho)$. To counter potential adverse impact of such boundary roots, apply Alg. 3.1 $1_{c, \rho_{i}}$ for $i=0,1, \ldots, 2 m$, where the $2 m+1$ concentric circles $C_{i}=C\left(c, \rho_{i}, \theta\right), \rho_{i}=\rho_{0} / \theta^{2 i}, i=0,1, \ldots, 2 m$, are sufficiently well isolated pairwise, so that a single root can corrupt the output of Alg. 3.1], $\rho_{i}, \theta$ for only a single $i$, and so the majority vote certifies that at least $\ell$ roots lie in the $\theta$-dilation of the outermost disc $D\left(c, \theta \rho_{0}\right)$ of the family or less than $\ell$ roots lie in its innermost disc $D\left(c, \rho_{2 m}\right)$. This defines a $\sigma$-soft $\ell$-test for $\sigma>1$ equal to the ratio of the radii of the latter two discs.

Next we elaborate upon this test.
Without loss of generality (wlog) let $c=0, \theta \rho=1, C(c, \theta \rho)=C(0,1)$.
Algorithm 5.1. Deterministic $\ell$-test.
INPUT: A black box polynomial $p$ of a degree $d$ and two positive integers $\ell$ and $m \geq \ell$ such that the unit disc $D(0,1)$ contains at most $m$ roots.
INITIALIZATION: Fix

$$
\begin{equation*}
\sigma>1, \theta=\sigma^{\frac{1}{4 m+1}}, q=\left\lfloor\log _{\theta}(4 d+2)\right\rfloor, \rho_{i}=\frac{1}{\theta^{2 i+1}}, i=0,1, \ldots, 2 m \tag{5.1}
\end{equation*}
$$

OUTPUT: 0 if $\#(D(0,1 / \sigma))<\ell$ or 1 if $\#(D(0,1)) \geq \ell$.
COMPUTATIONS: Apply Alg. 3.1 $, \rho_{i}, \theta$ for $q$ of (5.1) and $i=0,1, \ldots, 2 m$.
Output 1 if at least $m+1$ integers $\bar{s}_{0}$ output by the algorithm (among all $2 m+1$ such integers) exceed $\ell-1$. Otherwise output 0 . (For $\ell=1$ we can output 1 already on a single output $\bar{s}_{0}>0 ;$ for $\ell=m$ we can output 0 already on a single output $\bar{s}_{0}<m$.)

Theorem 5.2. Alg. 5.1 is a $\sigma$-soft $\ell$-test for $\sigma>1$ of our choice (see (5.1)).
Proof. Thm. 3.1 implies that for every $i$, Alg. 3.1 $, \rho_{i}, \theta$ outputs $\bar{s}_{0}=\#\left(D\left(0, \rho_{i}\right)\right)$ unless there is a root in the open annulus $A_{i}:=A\left(0, \rho_{i} / \theta, \theta \rho_{i}\right)$.

The $2 m+1$ open annuli $A_{i}, i=0,1, \ldots, 2 m$, are disjoint. Hence a single root cannot lie in two annuli $A_{i}$, and so Alg. $3.1_{b, \rho_{i}, \theta}$ can fail only for a single integer $i \in[0,2 m]$, and so at least $m+1$ outputs of the algorithm are correct.

To complete the proof, combine this property with the relationships $\rho_{2 m}=1 / \theta^{4 m+1}$ (cf. (5.1)), $\rho_{0}=1 / \theta<1$, and $\#\left(D\left(0, \rho_{i+1}\right)\right) \leq \#\left(D\left(0, \rho_{i}\right)\right)$, which hold because $D\left(0, \rho_{i+1}\right) \subseteq\left(D\left(0, \rho_{i}\right)\right.$ for $i=0,1, \ldots, 2 m-1$.

Observation 5.1. [Cf. Observation 3.2.] Alg. 5.1 runs at $H L A$ cost $\mathcal{A}=(2 m+1) q$ for $q=$ $\left\lfloor\log _{\theta}(4 d+2)\right\rfloor=\left\lfloor(4 m+1) \log _{\sigma}(4 d+2)\right\rfloor$, which dominates the cost of the remaining ops involved, even in the cases of the Mandelbrot and sparse input polynomials and which is in $O\left(m^{2} \log (d)\right)$ if $\sigma-1$ exceeds a positive constant.

## 6 Root radius estimation based on $\ell$-test

In this section we assume that we are given an algorithm for $\ell$-test and go back from the decision problem of $\ell$-test to approximation of $r_{d-\ell+1}\left(c^{\prime}\right)$, the $\ell$ th smallest root radius from a complex point $c^{\prime}$, assumed to lie in a fixed range $\left[a_{-}, a_{+}\right]$Wlog let this be the range $[\epsilon, 1]$ for a fixed small positive $\epsilon=1 / 2^{b}$. The bisection algorithm is too slow for us, and we accelerate it by applying it to

[^13]approximate the exponent of a target value. Call that algorithm bisection of exponent or BoE and apply it to bracket the $\ell$ th smallest root radius $r_{d-\ell+1}$ in a range $\left[\rho_{-}, \rho_{+}\right]$such that $0<\rho_{<-} \rho_{+} \leq \epsilon$ or $0<\rho_{+}<\beta \rho_{-}$for two fixed tolerance values $\epsilon=1 / 2^{b}$ and $\beta=2^{\phi}>1$.

Assume that the unit disc $D(0,1)$ contains at most $m$ roots for $1 \leq \ell \leq m$ and that besides the above tolerance values the input of BoE includes a softness bound $\sigma=1+\alpha$ for a fixed small positive parameter $\alpha<1 / 2$ and a $\sigma$-soft $\ell$-test ${ }_{c, \rho}$, to be used as the pivot of BoE.

Since the test is soft, so is BoE as well: for a range $\left[b_{-}, b_{+}\right]$with midpoint $\widehat{b}=0.5\left(b_{+}+b_{-}\right)$ regular rigid bisection continues the search in the range $\left[b_{-}, \widehat{b}\right]$ or $\left[\widehat{b}, b_{+}\right]$, but our soft BoE continues it in the range $\left[b_{-},(1+\alpha) \widehat{b}\right]$ or $\left[(1-\alpha) \widehat{b}, b_{+}\right]$for a fixed small positive $\alpha$. The approximations still converges linearly and just a little slower than the regular bisection: the approximation error decreases by a factor of $\frac{2}{1+\alpha}$ rather than by twice 21

Algorithm 6.1. Bracketing the $\ell$-th smallest root radius based on $\ell$-test.
INPUT: Two integers $\ell$ and $m$ such that $1 \leq \ell \leq m$ and $\#(D(0,1)) \leq m, \sigma=1+\alpha$ for $0<\alpha<1 / 2$, a $\sigma$-soft $\ell$-test $t_{0, \rho}$, and two tolerance values $\beta:=2^{\phi}>1$ and $\epsilon=1 / 2^{b}, b \geq 1$.
OUTPUT: A range $\left[\rho_{-}, \rho_{+}\right]$such that $\left[\rho_{-}, \rho_{+}\right]=[0, \epsilon]$ or $\rho_{-} \leq r_{d-\ell+1} \leq \rho_{+} \leq \beta \rho_{-}$.
INITIALIZATION: Write $\bar{b}:=\log _{2}\left(\frac{\sigma}{\epsilon}\right), b_{-}:=-\bar{b}$, and $b_{+}:=0$.
COMPUTATIONS: Apply $\ell$-test $t_{0, \frac{\epsilon}{\sigma}}$. Stop and output $\left[\rho_{-}, \rho_{+}\right]=[0, \epsilon]$ if it outputs 1. Otherwise apply $\ell$-test $t_{0, \rho}$ for

$$
\begin{equation*}
\rho_{-}=2^{b_{-}}, \rho_{+}=2^{b_{+}}, \rho:=2^{\widehat{b}}, \text { and } \widehat{b}:=\left\lceil\left(b_{-}+b_{+}\right) / 2\right\rceil . \tag{6.1}
\end{equation*}
$$

Write $b_{-}:=(1-\alpha) \widehat{b}$ if the $\ell$-test outputs 0 ; write $b_{+}:=(1+\alpha) \widehat{b}$ if the test outputs 1. Then update $\widehat{b}$ and $\rho$ according to (6.1).
Continue recursively: stop and output the current range $\left[\rho_{-}, \rho_{+}\right]=\left[2^{b_{-}}, 2^{b_{+}}\right]$if $b_{+}-b_{-} \leq \phi$, that is, if $\rho_{+} \leq \beta \rho_{-}$; otherwise update $\widehat{b}$ and $\rho$ and reapply the computations.

The disc $D(0, \epsilon)$ contains at least $\ell$ roots, that is, the range $[0, \epsilon]$ brackets the $\ell$ th smallest root radius $r_{d-\ell+1}$ if the $\sigma$-soft $\ell$-test applied to the disc $D\left(0, \frac{\epsilon}{\sigma}\right)$ outputs 1 . Otherwise, the disc $D\left(0, \frac{\epsilon}{\sigma}\right)$ contains less than $\ell$ roots, and so the root radius $r_{d-\ell+1}$ lies in the range $\left[\frac{\epsilon}{\sigma}, 1\right]$, in which we shall continue our search.

Readily verify that our policy of recursively updating the range $\left[b_{-}, b_{+}\right]$maintains this property throughout and that updating stops where $b_{+}-b_{-} \leq \phi$, that is, where $\rho_{+} \leq \beta \rho_{-}$. This implies correctness of Alg. 6.1.

Let us estimate the number $\mathbb{I}$ of its invocations of an $\ell$-test.
Theorem 6.1. Alg. 6.1 invokes an $\ell$-test $\mathbb{I}$ times where $\mathbb{I} \leq\left\lceil\log _{\nu}\left(\frac{\bar{b}}{\phi}\right)\right\rceil+1$ for $\nu=\frac{2}{1+\alpha}, \mathbb{I}=$ $O(\log (b / \phi))$.

Proof. The computations in Alg. 6.1 stop after the first application of an $\ell$-test if it outputs 1. It remains to count the subsequent $\ell$-tests if it outputs 0 .

Each test decreases the length $\bar{b}=b_{+}-b_{-}$of its input range $\left[b_{-}, b_{+}\right]$for the exponent to $0.5(1+\alpha) \bar{b}$. Hence $i$ applications change it into $\frac{(1+\alpha)^{i}}{2^{i}} \bar{b}$ for $i=1,2, \ldots$. These values linearly converge to 0 as $i$ increases to the infinity, and the theorem follows.

[^14]Remark 6.1. In the case where we know that $\#(D(0, \rho)) \geq \ell$ for a fixed $\rho$ in the range $[\epsilon, 1]$, we only need to refine the initial range $[\rho, 1]$ for the root radius $r_{d-\ell+1}$.

Clearly, $\mathbb{I}$ applications of $\ell$-test increase the number of evaluation points for the ratio $\frac{p^{\prime}(x)}{p(x)}$ by at most a factor of $\mathbb{I}$, and if the $\ell$-test is randomized, then the error probability also grows by at most a factor of $\mathbb{I}$. Let us specify these estimates for Alg. 6.1.

Corollary 6.1. Let precisely $m$ zeros of a black box polynomial $p(x)$ of a degree $d$ lie in the unit disc, that is, let $\#(D(0,1))=m$, and let $i(D(0,1)) \geq \theta$, where $\theta-1$ exceeds a positive constant. Given two positive tolerance values $\epsilon=1 / 2^{b}$ and $\phi$, an integer $\ell, 1 \leq \ell \leq m$, and a black box $\ell$-test, running at HLA cost $\mathcal{N} \mathcal{R}$, Alg. 6.1 approximates the $\ell$-th smallest root radius $\left|z_{j}\right|$ within the relative error $2^{\phi}$ or determines that $\left|z_{j}\right| \leq \epsilon$, performing at $H L A \operatorname{cost} \mathbb{I} \cdot \mathcal{N} \mathcal{R}$ for $\mathbb{I}=O\left(\log \left(\frac{b}{\phi}\right)\right)$ estimated in Thm. 6.1.

## $7 \quad$ Precision of computing in our root-finders

### 7.1 Doubling precision and a posteriori Boolean complexity estimates

How should one choose computational precision for approximation of a polynomial $p(x)$, given $x$, an absolute error bound TOL, and a black box algorithm $\mathbb{A}$ for polynomial evaluation? The solution depends on the value of $|p(x)|$ at $x$, unknown a priori. Schönhage proved a worst case lower bound on $|p(x)|$ for $x \in C(0,1)$ and $\|p\|_{1}=1$ (see [120, Eqn. (9.4)] and some elaboration upon this in our Sec. 8) and noticed that his bound tended to be a great overestimate in his practice.

A simple practical recipe of [10, 14, 21] is immune to such an overestimate and was the basis for highly successful performance of MPSolve. Namely, first apply the algorithm $\mathbb{A}$ with a low precision and then recursively double it until the output error decreases below TOL.

The Boolean cost of the computations roughly doubles at every recursive step, while the output error bound decreases by a factor near 2 . For simplified crude estimates let it be exactly 2 . Then precision and the Boolean cost at the final recursive step exceed their optimal values by at most twice, and the overall Boolean cost at all recursive steps exceeds the Boolean cost at the final step by at most twice, even if one does not reuse the results of the previous steps.

The Boolean cost of polynomial evaluation and of root-finding under this recipe is proportional to HLA cost and thus decreases for polynomials that can be evaluated fast. Next we estimate Boolean cost of our root-finders for a general input polynomial, thus giving up potential acceleration in the case of the Mandelbrot polynomials and the sums of a small number of shifted monomials.

We can equally well apply the recipe of recursively doubling precision where a target tolerance bound RTOL is fixed for a relative output error of the evaluation, and in the rest of this section we prove that already under a choice of $\mathrm{RTOL}=O(\log (d))$ at that stage, proceeding with a precision of $O(\log (d))$ bits is sufficient for correctness of our subdivision root-finders.

### 7.2 Reduction to approximation of $x \operatorname{NIR}(x)$ within $\frac{3}{8}$

We approximate $\operatorname{NIR}(x)=\frac{p^{\prime}(x)}{p(x)}$ with the first order divided difference:

$$
\begin{equation*}
\operatorname{NIR}_{\delta}(x):=\frac{1}{\delta}-\frac{p(x-\delta)}{\delta p(x)}=\frac{p(x)-p(x-\delta)}{p(x) \delta}=\frac{p^{\prime}(y)}{p(x)} \approx \operatorname{NIR}(x) \text { for } \delta \approx 0 . \tag{7.1}
\end{equation*}
$$

Here $y$ lies in the line segment $[x-\delta, x]$ by virtue of Taylor-Lagrange's formula, and so $y \approx x$ for $\delta \approx 0$. Next we estimate precision of computing that supports approximation of $\operatorname{NIR}(x)$ required in our root-finders.

Next we estimate precision of computations in our deterministic and randomized e/i tests, and we only need to consider them performed for $\theta$-isolated discs $D(c, \rho)$ with $\theta-1>0$ of order $\frac{1}{m}$.

Map (2.2) reduces such a test for $p(x)$ to the disc $D(0,1)$ for the polynomial $t(x)=p\left(\frac{x-c}{\rho}\right)$
The output of an e/i test is an integer, and we only need to certify that the output errors of Algs. 5.1 and 4.1 are less than $\frac{1}{2}$.

We achieve this by performing our algorithms with a precision of $O(\log (d))$ bits at HLA cost of order $m \log (d)$ provided that a black box oracle furnishes to us the ratio $\frac{t(x-\delta)}{t(x)}$ within $\frac{\delta}{8}$ for any fixed positive $\delta=O\left(1 / d^{O(1)}\right)$.

Precision of computations at that stage defines overall Boolean cost of our root-finders, which we estimate in the next sections.

Our e/i tests compute the $q$ values $\rho x \frac{p^{\prime}(c+\rho x)}{p(c+\rho x)}=x \frac{t^{\prime}(x)}{t(x)}$, for $x=\zeta^{g}, \zeta$ of (3.2), and $g=0,1, \ldots, q-$ 1 , sum these values, and divide the sum by $q$.

By slightly abusing notation write $\operatorname{NIR}(x):=\frac{t^{\prime}(x)}{t(x)}$ rather than $\operatorname{NIR}(x)=\frac{p^{\prime}(x)}{p(x)}$. According to straightforward error analysis (cf. [20, Appendix A of Ch.3] and the references therein) rounding errors introduced by these additions and division are dominated, and we can ignore them; then it is sufficient to compute $\zeta^{g} \operatorname{NIR}\left(\zeta^{g}\right)$ within, say, $\frac{3}{8}$ for every $g$. Indeed, in that case the sum of $q$ error bounds is at most $\frac{3 q}{8}$ and decreases below $\frac{1}{2}$ in division by $q$.

### 7.3 Precision of representation of $x \operatorname{NIR}(x)$ within $\frac{1}{8}$

Recall Eqn. (2.1) and represent $x \operatorname{NIR}(x)$ for $|x|=1$ within $\frac{1}{8}$ by using a precision of $O(\log (d))$ bits.
Theorem 7.1. Write $C:=C(c, \rho)$ and assume that $|x|=1$ and the circle $C$ is $\theta$-isolated for $\theta>1$. Then $|x \operatorname{NIR}(x)| \leq \frac{d}{1-1 / \theta}=\frac{\theta d}{\theta-1}$.

Proof. Eqn. (2.1) implies that $|\operatorname{NIR}(x)|=\left|\sum_{j=1}^{d} \frac{1}{x-z_{j}}\right| \leq \sum_{j=1}^{d} \frac{1}{\left|x-z_{j}\right|}$ where $\left|x-z_{j}\right| \geq(1-1 / \theta) \rho$ for $\left|z_{j}\right|<1$, while $\left|x-z_{j}\right| \geq(\theta-1) \rho$ for $\left|z_{j}\right|>1$ since $i(C) \geq \theta$. Combine these bounds, write $m:=\#(D(c, \rho))$, and obtain $|x \operatorname{NIR}(x)| \leq \frac{m}{1-1 / \theta}+\frac{d-m}{\theta-1} \leq \frac{d}{1-1 / \theta}$ for $|x|=1$.

Corollary 7.1. One can represent $x \operatorname{NIR}(x)$ within $\frac{1}{8}$ for $|x|=1$ by using a precision of $3+$ $\left\lceil\log _{2}\left(\frac{d}{1-1 / \theta}\right)\right\rceil$ bits, which is in $O(\log (d))$ provided that $\frac{1}{\theta-1}=d^{O(1)}$.

### 7.4 What is left to estimate?

Instead of $x \operatorname{NIR}(x)=\frac{x t^{\prime}(x)}{t(x)}$ we actually approximate $\frac{x t^{\prime}(y)}{t(x)}$ where $|y-x| \leq \delta$ and $t^{\prime}(y)$ is equal to the divided difference of (7.1). Thus we shall increase the above error bound $\frac{1}{8}$ by adding to it the upper bounds $\frac{1}{8}$ on $\alpha:=\left|\frac{x t^{\prime}(x)}{t(x)}-\frac{x t^{\prime}(y)}{t(x)}\right|$ for $|x|=1$ and on the rounding error $\beta$ of computing $x \frac{t(x)-t(x-\delta)}{\delta t(x)}$.

Next we estimate $\alpha$ in terms of $d, \theta$, and $\delta$ - by extending the proof of [68, Lemma 3.6], then readily ensure that $\alpha<\frac{1}{8}$ by choosing $\delta$ with a precision $\log _{2}(1 /|\delta|)$ of order $\log (d)$. Finally we estimate $\beta$.

### 7.5 Precision of approximation with divided difference

We simplify our estimates by dropping the factor $x$ for $|x|=1$ and use the following lemma, which is [68, Fact 3.5].

Lemma 7.1. For $t(x)=\prod_{j=1}^{d}\left(x-y_{j}\right)$ and a non-negative integer $j \leq d$ it holds that

$$
t^{(j)}(x)=j!t(x) \sum_{S_{j, d}} \prod_{j \in S_{j, d}} \frac{1}{x-y_{j}}
$$

where the summation $\sum_{S_{j, d}}$ is over all subsets $S_{j, d}$ of the set $\{1, \ldots, d\}$ having cardinality $j$.
Theorem 7.2. Under the assumptions of Thm. 7.1 let $w=w(x):=\max _{j=1} \frac{1}{\left|x-y_{j}\right|}$. Then $|t(x)| \alpha=\left|\frac{t(x)-t(x-\delta)}{\delta}-t^{\prime}(x)\right| \leq\left|t(x) \frac{(d w)^{2} \delta}{1-\delta d w}\right|$.
Proof. The claimed bound on $\left|\xi^{\prime}\right|$ follows from (2.1). It remains to apply the first five lines of the proof of [68, Lemma 3.6] with $f, \alpha, n$, and $\xi$ replaced by $t,-\delta, d$, and $w$, respectively. Namely, first obtain from Taylor's expansion that $t(x)-t(x-\delta)=\sum_{j=0}^{\infty} \frac{\delta^{j}}{j!} t^{(j)}(x)-t(x)$.

Substitute the expressions of Lemma 7.1 and obtain

$$
t(x)-t(x-\delta)=\delta t^{\prime}(x)+\sum_{j=2}^{\infty} \delta^{j} t(x) \sum_{S_{j, d}} \prod_{j \in S_{j, d}} \frac{1}{x-y_{j}}
$$

Combine this equation with the assumed bounds on $\frac{1}{\left|x-y_{j}\right|}$ and deduce that

$$
\left|\frac{t(x)-t(x-\delta)}{\delta}-t^{\prime}(x)\right| \leq\left|\frac{f(x)}{\delta} \sum_{j=2}^{\infty} \delta^{j} w^{j} d^{j}\right| \leq\left|f(x) \frac{(d w)^{2} \delta}{1-\delta d w}\right|
$$

Recall that in our estimates for $\alpha$ and $\delta$ we can apply Thm. 7.1 for $w \leq \frac{\theta}{\theta-1}$ and obtain
Corollary 7.2. Under the assumptions of Thm. 7.1, let $w \leq \frac{\theta}{\theta-1}$. Then

$$
\alpha<1 / 8 \text { for }|\delta| \leq \frac{(\theta-1)^{2}}{10 d^{2} \theta^{2}} .
$$

### 7.6 The impact of rounding errors

To approximate $\left|x \operatorname{NIR}_{c, \rho}(x)\right|$ within $\frac{3}{8}$ it remains to approximate $\beta$ within $\frac{1}{8}$.
Theorem 7.3. Suppose that a black box oracle computes for us the values $t(y)$ within a relative error bounds $\nabla(y)$ for $y=x, y=x-\delta$, and $\delta$ of Cor. 7.2. Then we can ensure that $|\beta|<\frac{1}{8}$ by choosing a proper $\nabla(y)$ of order $1 / d^{O(1)}$, represented with a precision of $\log \left(\frac{1}{\nabla(y)}\right)=O(\log (d))$ bits.

Proof. Write $\beta \delta=\frac{t(x-\delta)(1+\nabla(x-\delta))}{t(x)(1+\nabla(x))}-\frac{t(x-\delta)}{t(x)}=\frac{t(x-\delta)}{t(x)} \frac{\nabla(x-\delta)-\nabla(x)}{1+\nabla(x)}$.
Taylor-Lagrange's formula implies that $\frac{t(x-\delta)}{t(x)}=1+\frac{t(x-\delta)-t(x)}{t(x)}=1+\delta \frac{t^{\prime}(u)}{t(x)}$, for $u \in[x-\delta, x]$. Hence $\left|\frac{t(x-\delta)}{t(x)}\right| \leq 1+\left|\left(1+\alpha^{\prime}\right) \delta\right|$ for $\alpha^{\prime}=\frac{t^{\prime}(u)-t(x)}{t(x)}$.

By extending Cor. 7.2 obtain $\left|\alpha^{\prime}\right| \leq \frac{1}{8}$.
Hence $\left|\frac{t(x-\delta)}{t(x)}\right| \leq w:=1+\frac{9|\delta|}{8}$, while $|\beta \delta| \leq w \frac{|\nabla(x)|+|\nabla(x-\delta)|}{1-|\nabla(x)|}$.
Now choose $\nabla(y)$ such that $|\nabla(y)| \leq \frac{|\delta|}{17 w}$ for $y=x$ and $y=x-\delta$, and so $w(|\nabla(x)|+|\nabla(x-\delta)|) \leq$ $\frac{2}{17 \delta}$. Then verify that $\log \left(\frac{1}{|\nabla(y)|}\right)=O(\log (d)), 1-|\nabla(x)| \geq 1-\frac{|\delta|}{17 w}>\frac{16}{17}$, and $|\delta \beta|<\frac{|\delta|}{8}$.

By combining Cors. 7.1 and 7.2 and Thm. 7.3 obtain
Corollary 7.3. Suppose that a black box oracle can output approximations of a d-th degree polynomial $t(x)$ with any relative error in $1 / d^{O(1)}$ for $|x| \leq 1$ and let the unit disc be $\theta$-isolated for $t(x)$ and for $\frac{1}{\theta-1}=d^{O(1)}$. Then we can perform e/i test for $t(x)$ on the unit disc by using a precision of $O(\log (d))$ bits.

## 8 Approximation of matrix eigenvalues

Given a $d \times d$ matrix $M$ having characteristic polynomial $p(x)=\operatorname{det}(x I-M)$, our root-finders can approximate all $m$ its zeros (that is, the eigenvalues of $M$ ) lying in a fixed disc $D$ on the complex plane isolated from external eigenvalues.

Recall Gershgorin's bound for any eigenvalue $\lambda$ of a matrix $M=\left(a_{i, j}\right)_{i, j=1}^{d}$ [124, Thm. 1.3.2]: $\left|\lambda-a_{i, i}\right| \leq \sum_{j \neq i}\left|a_{i, j}\right|$ for some $i, 1 \leq i \leq d$.

Hence, clearly, $|\lambda| \leq\|M\|_{F}$.
Combine this bound with the precision estimates of the previous section for our root-finder ${ }^{22}$ and with the following result of Storjohann [123] (cf. Remark 8.1):

Theorem 8.1. One can evaluate the determinant of a $d \times d$ integer matrix $A$ by using an expected number of $O\left(d^{\omega} \log ^{2}(d) \log \left(\mid A \|_{F}\right)\right)$ bit operations.

This implies a record Boolean complexity bound $\tilde{O}\left(m^{2} \tilde{b}^{2} d^{\omega}\right)$ (cf. (1.7)) for approximation within $\epsilon$ of all $m$ eigenvalues of $M$ lying in the disc $D$ provided that $\tilde{b}=\log _{2}\left(\|M\|_{F} / \epsilon\right)$.

Remark 8.1. Our root-finders are essentially reduced to evaluation of $\operatorname{NIR}(x)=\frac{p^{\prime}(x)}{p(x)}$ at sufficiently many points $x$. Hence we can rely on the following expressions for approximation of the eigenvalues of a matrix or a matrix polynomial:

$$
\frac{p(x)}{p^{\prime}(x)}=\frac{1}{\operatorname{trace}\left((x I-M)^{-1}\right)}
$$

where $M$ is a matrix and $p(x)=\operatorname{det}(x I-M)(c f$. (2.1)) and

$$
\frac{p(x)}{p^{\prime}(x)}=\frac{1}{\operatorname{trace}\left(M^{-1}(x) M^{\prime}(x)\right)}
$$

where $M(x)$ is a matrix polynomial and $p(x)=\operatorname{det}(M(x))$ [19, Eqn. (5)] ${ }^{23]}$ Based on these expressions one can reduce approximation of eigenvalues of a matrix or a matrix polynomial to its inversion. This tends to be more numerically stable than computing determinants and is significantly accelerated where an input matrix or matrix polynomial can be inverted fast, e.g., is data sparse. In that highly important case using matrix inversion should supersede using evaluation of $\operatorname{det}(x I-M)$.

## 9 Boolean complexity of polynomial root-finding

### 9.1 Our goal and a basic theorem

Next we estimate the Boolean complexity of our root-finders applied to a general polynomial p of (1.1) whose coefficients are given with a precision sufficient to support our root-finding. In view

[^15]of our study inthe previous sections, we only need to estimate the cost of evaluation of $p$ with a relative error in $1 / d^{c}$ for any constant $c$ and to combine the estimates with the results of Sec. 77

Kirrinnis in [60, Thm. 3.9, Alg. 5.3, and Appendix A.3] bounds the Boolean complexity of modular representation of a polynomial, which implies its multipoint evaluation 24 He applies his and Schönhage's study of Boolean complexity of basic polynomial computations (cf. [120]) and applies it to the algorithm of Fiduccia [37] and Moenck and Borodin [73] (see [18, Sec. 4.5] for its historical account).

Theorem 9.1. [60, Thm. 3.9]. Given a positive $b$, the coefficients of a polynomial $t(x):=\sum_{i=0}^{d} t_{i} x^{i}$ such that $\|t(x)\|_{1}=\sum_{i=0}^{d}\left|t_{i}\right| \leq 1$, and $q \geq d$ complex points $z_{1}, \ldots, z_{q}$, in the unit disc $D(0,1)$, one can approximate the values $t\left(z_{1}\right), \ldots, t\left(z_{q}\right)$ within $1 / 2^{b}$ by using $O(\mu((d \log (d)+q)(b+q)))=$ $\tilde{O}((b+q)(d+q))$ Boolean operations for

$$
\begin{equation*}
\mu(s):=O(s \log (s) \log (\log (s)))=\tilde{O}(s) \tag{9.1}
\end{equation*}
$$

denoting the Boolean complexity of multiplication of two integers modulo $2^{s}$ [127].
To cover also the case where $q \leq d$, represent $t(x)=\sum_{j=0}^{h} t_{j}(x) x^{j q}$ for $h=\lceil d / q\rceil-1$ and polynomials $t_{j}(x)$ of degrees at most $q$ sharing their coefficients with $t(x)$ and then evaluate them at the points $z_{1}, \ldots, z_{q}$ :
(i) the polynomials $p_{j}(x)$,
(ii) the powers $x^{j q}$ for $j=0,1, \ldots, h$, and finally
(iii) $t(x)=\sum_{j=0}^{h} t_{j}(x) x^{j q}$.

At stages (ii) and (iii) we only perform $O(d)$ ops and increase precision of computing by $O(\log (d)$ bits because $\max _{j=0}^{h}\left|z_{j}\right| \leq 1$.

At stage (i) we apply $h$ times Thm. 9.1, for $d$ replaced by $m$; the supporting Boolean cost bound $O(\mu((b+q) d \log (q)))=\tilde{O}((b+q) d)$ dominates the overall Boolean cost of the evaluation of $p(x)$; this extends the bound $\tilde{O}((b+q)(d+q))$ of Thm. 9.1 to the case where $q \leq d$.

### 9.2 Reduction of our root-finders to multipoint polynomial approximation

Given a complex $c$, a pair of positive $b$ and $\rho$, and $d+1$ coefficients of a polynomial $p=p(x)$ of (1.1) such that the disc $D(c, \rho)$ is isolated and contains precisely $m$ zeros of $p$, we approximate all these zeros within $R / 2^{b}$ for $R=|c|+\rho$ by applying subdivision root-finding iterations with deterministic or Las Vegas randomized e/i tests of Secs. 4 or 5 , respectively. Then every subdivision step is reduced to application of e/i tests to $\bar{m}=O(m) \operatorname{discs} D\left(c_{\lambda}, \rho_{\lambda}\right)$ for $\rho_{\lambda} \geq R / 2^{b}$ and all $\lambda$.

Such a test amounts to approximation of $p(x)$ at $O(q \log (d))$ equally spaced points $x$ on each of $v$ circles sharing the center $c_{\lambda}$ and having radii in the range $\left[\rho_{\lambda} / \sigma, \rho_{\lambda} \sigma\right]$ for $1<\sigma<\sqrt{2}$. Here $v=2 m+1$ and $q=m^{2}$ or $v=O(1)$ and $q=m$ in our e/i tests of Secs. 4 or 5 , respectively, while $q=1$ under the random root model.

In Thm. 9.1 a polynomial $t(x)$ with $\|t(x)\|_{1} \leq 1$ is evaluated at points $z_{j} \in D(0,1)$. To ensure these assumptions we first scale the variable $x \mapsto R x$ to map the discs $D\left(c_{\lambda}, \rho_{\lambda} \sigma\right) \mapsto D\left(\bar{c}_{\lambda}, \bar{\rho}_{\lambda}\right) \subseteq$ $D(0,1)$, for $\bar{c}_{\lambda}=c_{\lambda} / R, \bar{\rho}_{\lambda}=\rho_{\lambda} / R \geq 1 / 2^{b}$, and all $\lambda$.

[^16]Then we write $t(x):=p(R x) / \psi$ for $\psi=O\left(R^{d}\|p(x)\|_{1}\right)$ such that $\|t(x)\|_{1}=1$ and approximate $t(x)$ within $1 / 2^{\bar{b}}$ or equivalently within the relative error bound $1 /\left(|t(x)| 2^{b}\right)$ at $\bar{q}:=q v$ points $x$ in $\bar{m}$ e/i tests 25

Due to Cor. 7.3 it is sufficient to ensure the bound $1 /\left(|t(x)| 2^{\bar{b}}\right)=1 / d^{O(1)}$; we achieve this by choosing any $\bar{b} \geq \log \left(\frac{1}{|t(x)|}\right)+O(\log (d))$.

In our e/i tests we only need to approximate $t(x)$ at the points $x$ lying on $\theta_{\lambda}$-isolated circles where $\frac{1}{\theta_{\lambda}-1}=O(m)$. Map the disc $D\left(\bar{c}_{\lambda}, \bar{\rho}_{\lambda}\right)$ into the unit disc $D(0,1)$. This does not change isolation of the boundary circle and may increase the norm $\|t(x)\|_{1}$ by a factor of at most $2^{b+d}$ because $\left|\bar{c}_{\lambda}\right| \leq 1$ and $\left.\bar{\rho}_{\lambda}\right) \geq 1 / 2^{b}$. Now recall that $\log \left(\frac{\|t(x)\|_{1}}{|t(x)|}\right)=O(d \log (m))$ (cf. [120, Eqn.(9.4)]), ${ }^{26}$ substitute $\|t(x)\|_{1} \leq 2^{b+d}$, and obtain that $\bar{b}=\log \left(\frac{1}{|t(x)|}\right)+O(\log (d))=O(d \log (m)+b)$.

Remark 9.1. For $m=d$ the above bound on $\log \left(\frac{\|t(x)\|_{1}}{|t(x)|}\right)$ of $[120$, Eqn.(9.4)]) is sharp up to a constant factor and is reached at the polynomial $t(x)=\left(x+1-\frac{1}{m}\right)^{d} /\left(2-\frac{1}{m}\right)^{d}, \rho_{\lambda}=1$ and $x=-1$. For $m<d$ [120, Thm. 4.5] implies a little stronger bounds $\log \left(\frac{\|t(x)\|_{1}}{|t(x)|}\right)=O(d+m \log (m))$ and hence $\bar{b}=O(m \log (m)+d+b)$ because all discs $D\left(\bar{c}_{\lambda}, \bar{\rho}_{\lambda}\right)$ lie in $\theta$-isolated unit disc $D(0,1)$ for $\theta-1$ exceeding a positive constant.

### 9.3 Boolean complexity of our e/i tests and root-finders

Now apply Thm. 9.1 with $q$ and $b$ replaced by $\bar{q}=O(q m)$ and $\bar{b}=O(b+d+m \log (m))$ (cf. Remark 9.1), respectively, and obtain that the Boolean complexity of our $O(m)$ e/i tests at any fixed subdivision step is in $O(\mu(q m+d \log (d))((q+\log (m)) m+d+b)))$ for $\mu(s)$ of (9.1) and $q=q(m)$ of Thm. 1.7 for our e/i tests of Secs. 4 and 5. This implies the estimate $O(\mu(q(m) m+$ $d \log (d))((q(m)+\log (m)) m+d+b) b))=\tilde{O}((q(m) m+d)(q(m) m+d+b) b)$ for the overall Boolean time of our $O(b)$ subdivision steps.

### 9.4 Higher Boolean complexity of general polynomial root-finding based on $\operatorname{map}(\underline{2.2})$ and root-lifting

Our Boolean complexity estimates for root-finding rely on restriction of computations to approximation of NIR without involving coefficients of $p$. Knowing the coefficients of the polynomial $t(x)=p\left(\frac{x-c}{\rho}\right)$ one can devise very fast e/i test for the disc $D(c, \rho)$ by applying Pellet's theorem to $t_{h}(x)$ for $h$ of order $\log (d)$, whose zero are the $h$ th powers of the zeros of $t(x)$ [22, 23].

The paper [23] applies subdivision iterations of [134, 46, 114, 88] with e/i tests performed by means of Pellet's theorem, which involves all coefficients of an input polynomial, thus losing the benefits where,say, $p(x)$ is the Mandelbrot polynomial. The tests must be applied to discs covering all suspect squares, up to 4 m squares per subdivision iteration.

A subdivision algorithm of [23] first maps the covering disc into the unit disc $D(0,1)$ (cf. (2.2)), thus losing the benefits where $p(x)$ is the sum of a small number of shifted monomials. Then the algorithm performs order of $\log (\log (d))$ root-squaring steps (one can apply order of $\log (d)$ root-lifting steps instead but within the same Boolean cost estimates), and finally applies Pellet's theorem to the resulting polynomial $t_{c, \rho}(x)=\sum_{i=0}^{d} t_{i} x^{i}$.

[^17]Transition from $p(x)$ to $t_{c, \rho}(x)$, however, involves scaling of the variable $x$ by factors ranging from $R / 2^{b}$ to $R=\max _{j-1}^{d}\left|z_{j}\right|$ (besides root-squaring and shift of the variable). Hence for every $i, i=0,1, \ldots, d$, the coefficient $t_{i}$ must be computed within $1 / 2^{b-i}$ to approximate the zeros of $p$ within $1 / 2^{b}$ (see Observation (1.2).

This involves at least $b g$ bits for $g=1, \ldots, d$, that is, at least $0.5(d-1) d b$ bits and $0.25(d-1) d b$ bit-operations overall for a single e/i test.

A single subdivision iteration for Problem $1_{m}$ can involve up to $4 m$ e/i tests and hence up to at least $(d-1) d b m$ bit-operations. This is by a factor of $m$ greater than in root-finder of [83, 90] overall.

The bit-count above and the Boolean cost bounds for root-finders of $83,90,23$ decrease by a factor of $d$ where the minimal pairwise distance between the zeros of $p$ exceeds a positive constant, but the ratio of the bounds of [23] and [83, 90] remains at least $m$, where $m$ can be as large as $d$.

Similar argument shows that even representation of the leading coefficients $t_{d}$ of $t(x)$ alone after scaling for a singe $\mathrm{e} / \mathrm{i}$ test involves odder of $b d$ bits, which is amplified to $d^{2} b$ for $t_{d}^{d}$ in every e/i test (see the end of Sec. (1.7) and up to $d^{2} b m$ per a subdivision iteration with $m$ e/i tests.

It may be interesting that a shift by $c$ such that $|c| \leq 2$ is much less costly than scaling:
Theorem 9.2. Boolean cost of the shift of the variable, [122, Lemma 2.3] (cf. [60, Lemma 3.6]). Given a positive b, the coefficients of a polynomial $p(x):=\sum_{i=0}^{d} p_{i} x^{i}$ such that $\|p(x)\|_{1} \leq 1$, and a complex $c$ such that $|c| \leq 2$, one can approximate within $1 / 2^{b}$ the coefficients $t_{0}, t_{1}, \ldots, t_{d}$ of the polynomial $t(x):=\sum_{i=0}^{d} t_{i} x^{i}:=p(x-c)$ by performing $O(\mu((b+d) d))$ Boolean operations.

We can relax the restriction $|c| \leq 2$ above by means of scaling the variable $x \mapsto x c$, but as we could see above, this would greatly increase the overall Boolean cost bound.

## PART II: Subdivision with exclusion/inclusion tests based on rootlifting

Organization of Part II: We devote the next section to background. In Secs. 11 and 12 we cover our e/i tests and their extensions to $m$-tests, respectively. In Secs. 13 and 14 we estimate computational precision of our root-finders and their Boolean cost, respectively. In Sec. 15 we compute a disc that covers all $d$ zeros of $p$.

## 10 Background

### 10.1 Definitions

We first redefine the concepts of HLA cost, NR and NIR, used in the Introduction.

- HLA cost of a root-finder is the number of points $x$ at which it approximates an input polynomial $p(x)$.
- $\mathrm{NR}_{t}(x):=\frac{t(x)}{t^{\prime}(x)}$ is Newton's ratio, $\operatorname{NIR}_{t}(x):=\frac{t^{\prime}(x)}{t(x)}$ is Newton's inverse ratio for a polynomial $t(x), \operatorname{NIR}_{t}(x) \mathrm{NR}_{t}(x)=1$.
- We write $\mathrm{NR}(x):=\operatorname{NR}_{p}(x)$ and $\operatorname{NIR}(x):=\operatorname{NIR}_{p}(x)$.
- We approximate $\operatorname{NIR}(x)$ at HLA cost 2 by using the first order divided differences as follows: fix a $\delta \approx 0$ and compute

$$
\begin{equation*}
\operatorname{NIR}(x) \approx \frac{p(x)-p(x-\delta)}{p(x) \delta}=\frac{p^{\prime}(y)}{p(x)} \text { for } y \in[x-\delta, x] . \tag{10.1}
\end{equation*}
$$



Figure 4: The roots are marked by asterisks. The red circle $C(c, \rho \theta)$ and the disc $D(c, \rho \theta)$ have isolation $\theta$. The disc $D(c, \rho)$ has isolation $\theta^{2}$.

By virtue of Taylor-Lagrange's formula, $y \approx x$ for $\delta \approx 0$.

- Define squares, discs, circles (circumferences), and annuli on the complex plane: $S(c, \rho):=$ $\{x:|\Re(c-x)| \leq \rho,|\Im(c-x)| \leq \rho\}, D(c, \rho):=\{x:|x-c| \leq \rho\}, C(c, \rho):=\{x:|x-c|=\rho\}$, $A\left(c, \rho, \rho^{\prime}\right):=\left\{x: \rho \leq|x-c| \leq \rho^{\prime}\right\}$.
- $\Delta(\mathbb{S}), C H(\mathbb{S}), X(\mathbb{S})$ and $\#(\mathbb{S})$ denote the diameter, root set, convex hull, and index (root set's cardinality) of a set or region $\mathbb{S}$ on the complex plane, respectively.
- A disc $D(c, \rho)$, a circle $C(c, \rho)$, or a square $S(c, \rho)$ is $\theta$-isolated for $\theta \geq 1$ if $X(D(c, \rho))=$ $X(D(c, \theta \rho)), X(C(c, \rho))=X(A(c, \rho / \theta, \rho \theta)$ or $X(S(c, \rho))=X(S(c, \theta \rho))$, respectively. The isolation of the disc $D(c, \rho)$, the circle $C(c, \rho)$, or the square $S(c, \rho)$, denoted $i(D(c, \rho)), i(C(c, \rho))$, and $i(S(c, \rho))$, respectively, is the largest upper bound on such a value $\theta$ (see Fig. 4).
- A disc $D$ has softness $\sigma(D)=\Delta(D) / \Delta(X(D)) \geq 1$ and rigidity $\eta(\mathbb{S})=1 / \sigma(D)$. A disc is $\sigma$-soft and $\eta$-rigid for any $\sigma \geq \sigma(D)$ and any $\eta \leq \eta(D)$. We say rigid for " $\eta$-rigid", soft for " $\sigma$-soft", and isolated for " $\theta$-isolated" if $\eta, 1 / \sigma$, and $\theta-1$ exceed a positive constant.
- $|u|:=\|\mathbf{u}\|_{1}:=\sum_{i=0}^{q-1}\left|u_{i}\right|,\|\mathbf{u}\|:=\|\mathbf{u}\|_{2}:=\left(\sum_{i=0}^{q-1}\left|u_{i}\right|^{2}\right)^{\frac{1}{2}}$, and $|u|_{\max }:=\|\mathbf{u}\|_{\infty}:=\max _{i=0}^{q-1}\left|u_{i}\right|$ denote the 1-, 2-, and $\infty$-norm, respectively, of a polynomial $u(x)=\sum_{i=0}^{q-1} u_{i} x^{i}$ and its coefficient vector ${ }^{27} \mathbf{u}=\left(u_{i}\right)_{i=0}^{d-1}$, and then (see [42, Eqs. (2.2.5)-(2.2.7)])

$$
\begin{equation*}
\|\mathbf{u}\|_{\infty} \leq\|\mathbf{u}\|_{2} \leq\|\mathbf{u}\|_{1} \leq \sqrt{q}\|\mathbf{u}\|_{2} \leq q\|\mathbf{u}\|_{\infty} . \tag{10.2}
\end{equation*}
$$

- $r_{1}(c, t)=\left|y_{1}-c\right|, \ldots, r_{d}(c, t)=\left|y_{d}-c\right|$ in non-increasing order are the $d$ root radii, that is, the distances from a complex center $c$ to the roots $y_{1}, \ldots, y_{d}$ of a $d$ th degree polynomial $t(x)$. Write $r_{j}^{h}(c, t):=\left(r_{j}(c, t)\right)^{h}, r_{j}(c):=r_{j}(c, p)$.
- Differentiate factorization (1.1) of $p(x)$ to express $\operatorname{NIR}(x)$ as follows:

$$
\begin{equation*}
\operatorname{NIR}(x):=\frac{p^{\prime}(x)}{p(x)}=\sum_{j=1}^{d} \frac{1}{x-z_{j}} . \tag{10.3}
\end{equation*}
$$

[^18]- Taylor's shift, or translation, of the variable $x \mapsto y:=x-c$ and its scaling $x \mapsto \rho x$ combined define following map:

$$
\begin{equation*}
x \mapsto \frac{x-c}{\rho}, D(c, \rho) \mapsto D(0,1), \text { and } p(x) \mapsto t(x)=p\left(\frac{x-c}{\rho}\right), \tag{10.4}
\end{equation*}
$$

which maps the zeros $z_{j}$ of $p(x)$ into the zeros $y_{j}=\frac{z_{j}-c}{\rho}$ of $t(y)$, for $j=1, \ldots, d$, and preserves the index and the isolation of the disc $D(c, \rho)$.

Definition 10.1. For $p(x)$ of (1.1), $\sigma>1$, and integers $\ell$ and $m$ such that $1 \leq \ell \leq m \leq d$ and $\#(D(0,1)) \leq m$, a $\sigma$-soft $\ell$-test, or just $\ell$-test for short ( 1 -test being e/i test), either outputs 1 and stops if it detects that $r_{d-\ell+1} \leq \sigma$, that is, $\#(D(0, \sigma)) \geq \ell$, or outputs 0 and stops if it detects that $r_{d-\ell+1}>1$, that is. $28 \#(D(0,1))<\ell$. $\ell$-test applied to the polynomial $t(y)$ of 10.4$)$ is said to be $\ell$-test for the disc $D(c, \rho)$ and/or the circle $C(c, \rho)$ and also $\ell$-test ${ }_{c, \rho}, \frac{29}{29}$

### 10.2 Reverse polynomial

Define the reverse polynomial of $p(x)$,

$$
\begin{equation*}
p_{\mathrm{rev}}(x):=x^{d} p\left(\frac{1}{x}\right)=\sum_{i=0}^{d} p_{i} x^{d-i}, p_{\mathrm{rev}}(x)=p_{0} \prod_{j=1}^{d}\left(x-\frac{1}{z_{j}}\right) \text { if } p_{0} \neq 0, \tag{10.5}
\end{equation*}
$$

and immediately observe its following properties.
Theorem 10.1. (i) The roots of $p_{\mathrm{rev}}(x)$ are the reciprocals of the roots of $p(x)$, and hence

$$
\begin{equation*}
r_{j}(0, p) r_{d+1-j}\left(0, p_{\text {rev }}\right)=1 \text { for } j=1, \ldots, d \tag{10.6}
\end{equation*}
$$

(ii) The unit circle $C(0,1)$ has the same isolation for $p(x)$ and $p_{\mathrm{rev}}(x)$.
(iii) $p_{\mathrm{rev}}^{\prime}(x)=d x^{d-1} p\left(\frac{1}{x}\right)-x^{d-2} p^{\prime}\left(\frac{1}{x}\right)$ for $x \neq 0, p_{d}=p_{\mathrm{rev}}(0), p_{d-1}=p_{\mathrm{rev}}^{\prime}(0)$.
(iv) $\frac{p_{\text {rev }}(x)}{p_{\text {rev }}^{\text {t }}(x)}=\frac{1}{x}-\frac{\operatorname{NIR}(x)}{x^{2}}, x \neq 0, \operatorname{NIR}(0)=\frac{p_{d-1}}{p_{d}}=-\sum_{j=1}^{d} z_{j}$.

The first equation of (10.5) and claims (iii) and (iv) above express the reverse polynomial $p_{\mathrm{rev}}(x)$, its derivative, and $\operatorname{NIR} p_{\text {rev }}(x)$ through $p\left(\frac{1}{x}\right), p^{\prime}\left(\frac{1}{x}\right)$, and $\operatorname{NIR}\left(\frac{1}{x}\right)$. For the sake of completeness we include the following theorem.

Theorem 10.2. For $p(x)$ of (1.1) and $R>1$ it holds that

$$
\begin{gather*}
\left|\frac{p(R)}{R^{d}}-p_{d}\right| \leq \frac{1}{R-1} \max _{i<d}\left|p_{i}\right|,  \tag{10.7}\\
\left|\frac{R p^{\prime}(R)-d p(R)}{R^{d-1}}-p_{d-1}\right| \leq \frac{1}{R-1} \max _{0<i<d}\left|p_{i}\right| . \tag{10.8}
\end{gather*}
$$

[^19]Proof. To prove bound (10.7) notice that

$$
\frac{p(R)}{R^{d}}-p_{d}=\sum_{i=0}^{d-1} p_{i} R^{i-d}=\frac{1}{R} \sum_{i=0}^{d-1} p_{i} R^{i-d+1},
$$

and so

$$
\left|\frac{p(R)}{R^{d}}-p_{d}\right| \leq \frac{1}{R} \sum_{i=0}^{d-1}\left|p_{i}\right| R^{i-d+1} \leq \max _{i<d}\left|p_{i}\right| \sum_{i=0}^{d-1}\left|p_{i}\right| R^{i-d} \leq \frac{1}{R-1} \max _{i<d}\left|p_{i}\right| .
$$

Likewise, to prove bound (10.8) notice that

$$
R p^{\prime}(R)-d p(R)-d R^{d-1} p_{d-1}=\sum_{i=1}^{d-1} i p_{i} R^{i-1}
$$

Hence

$$
\frac{R p^{\prime}(R)-d p(R)}{R^{d-1}}-p_{d-1}=\frac{1}{R} \sum_{i=1}^{d-1} \frac{i}{d} p_{i} R^{i-d+1}
$$

and so

$$
\left|\frac{R p^{\prime}(R)-d p(R)}{R^{d-1}}-p_{d-1}\right| \leq \max _{0<i<d}\left|p_{i}\right| \sum_{i=1}^{d-1} R^{i-d} \leq \frac{1}{R-1} \max _{0<i<d}\left|p_{i}\right| .
$$

### 10.3 Root-squaring and root-lifting

The DLG root-squaring iterations of Dandelin 1826, Lobachevsky 1834, and Gräffe 1837 (see [45, 74, 100] for the history) compute polynomials $p_{2^{i}}(x):=\prod_{j=1}^{d}\left(x-z_{j}^{2 i}\right)$, for $i=0,1, \ldots$, as follows:

$$
\begin{equation*}
p_{0}(x):=\frac{p(x)}{p_{d}}, p_{2^{i+1}}\left(x^{2}\right):=(-1)^{d} p_{2^{i}}(x) p_{2^{i}}(-x), i=0,1, \ldots \tag{10.9}
\end{equation*}
$$

The known studies of DLG iterations always focus and stumble on numerically unstable computation of the coefficients of the polynomials $p_{i}(x)$ [74, 100], but we only compute their values bypassing those problem.
$h$-lifting of roots generalizes DLG iterations (cf. (1.3)):

$$
\begin{equation*}
p_{h}(x):=\prod_{g=0}^{h-1} p_{0}\left(\zeta_{h}^{g} x\right)=(-1)^{d} \prod_{j=1}^{d}\left(x^{h}-z_{j}^{h}\right), \zeta_{h}:=\exp \left(\frac{2 \pi \mathbf{i}}{h}\right), \tag{10.10}
\end{equation*}
$$

for $h=1,2, \ldots, p_{0}(x)$ of (10.9), and $t_{2^{k}}(x)=p_{k}(x)$ for all $k$. We can fix $\delta>0$ and an integer $h>0$, compute $p_{h}(y)$ for $y=x$ and $y=x-\delta$, define the ratios $\operatorname{NR}_{p_{h}}(x):=\frac{p_{h}(y)}{p_{h}^{\prime}(y)}$ and $\operatorname{NiR}_{p_{h}}(x):=\frac{p_{h}^{\prime}(y)}{p_{h}(y)}$, and approximate them (at HLA cost $2 h$ ) as follows (cf. (10.1)) 30

$$
\begin{equation*}
\operatorname{NIR}_{p_{h}}(x)=\frac{1}{\operatorname{NR}_{p_{h}}(x)} \approx \frac{p_{h}(x)-p_{h}(x-\delta)}{p_{h}(x) \delta}=\frac{p_{h}^{\prime}(y)}{p_{h}(x)} . \tag{10.11}
\end{equation*}
$$

[^20]Remark 10.1. Let $h=2^{k}$. The set of $2^{k}$-th roots of unity contains the sets of $2^{i}$-th roots of unity for $i=0,1, \ldots, k-1$, and one can recursively approximate the ratios $N R_{p_{h}}(x)$ and/or $N I R_{p_{h}}(x)$ for $h$ replaced by $2^{i}$ in (10.10) and (10.11) and for $i=0,1, \ldots$ One would stop at $i<k$ if an approximation is close enough.

Observation 10.1. (i) Root-lifting preserves the index $\#(D(0,1))$ of the unit disc. (ii) h-lifting (achieved with root-squaring for $h=2^{k}$ and integer $k$ ) maps isolation $i(D(0,1)$ ) of the unit disc $D(0,1)$, its softness $\sigma(D(0,1))$, its rigidity $\eta(D(0,1))$, and root radii $r_{j}(0, p)$ for all $j$ to their $h$-th powers.

### 10.4 The distance to a closest zero of $p$ and fast inclusion tests

We can extend our study of this subsection to estimation of the distance to the farthest zero $z_{1}$ of $p$ by applying this study to the reverse polynomial $p_{\text {rev }}$.

For bounding $r_{d}$ and $r_{1}$ in terms of the coefficients of $p$, see [70, Sec. 1.10]; in particular, $r_{d} \leq d\left|p_{0} / p_{d}\right|^{1 / d}$ and $p_{0}=p(0)$ for any polynomial $p(x)$.

Since $p_{d}=1$ for $p(x)=\operatorname{det}(M)$, we can estimate $r_{d}$ from above for $p(x)=\operatorname{det}(M)$ at HLA cost 1.

Next we estimate $r_{d}(c)$ for a black box polynomial $p$ where $p_{d}$ is not known. For a complex $c$ and positive integers $j$ and $h$ combine Eqn. (10.3), Observation 10.1, and triangle inequality to obtain

$$
\begin{gather*}
r_{d}(c) \leq d|\mathrm{NR}(c)|,  \tag{10.12}\\
r_{j}^{h}(0, p)=r_{j}\left(0, p_{h}\right) \text { and } r_{j}(c) \leq|c|+r_{j}(0) . \tag{10.13}
\end{gather*}
$$

The roots lying far from a point $c$ little affect $\operatorname{NIR}(c)$, and we extend bounds (10.12) as follows.
Theorem 10.3. If $\#(D(c, 1))=\#(D(c, \theta))=m$ for $\theta>1$, then
$|\operatorname{NIR}(c)|-\frac{d-m}{\theta-1}<\frac{m}{r_{d}(c)}$.
Proof. We can assume that $\left|z_{j}\right|>\theta$ if and only if $j>m$ and then deduce from Eqn. (10.3) that $|\operatorname{NIR}(c)| \leq \sum_{j=1}^{m} \frac{1}{\left|c-z_{j}\right|}+\sum_{j=m+1}^{d} \frac{1}{\left|c-z_{j}\right|}<\frac{m}{r_{d}(c)}+\frac{d-m}{\theta-1}$.

Certify inclusion into the disc $D(0, \sigma)$ if $\rho_{d}\left(0, p_{h}\right) \leq \sigma^{h}, \sigma>1$ and $h>0$; this test is very poor for worst case polynomials $p$ :
Theorem 10.4. The ratio $|\mathrm{NR}(0)|$ is infinite for $p(x)=x^{d}-u^{d}$ and $u \neq 0$, while

$$
r_{d}(c, p)=r_{1}(c, p)=|u| .
$$

Proof. Notice that $p^{\prime}(0)=0 \neq p(0)=-u^{d}, p(x)=\prod_{j=0}^{d-1}\left(x-u \zeta_{d}^{j}\right)$ for $\zeta_{d}$ of (1.3).
Clearly, the problem persists for the root radius $r_{d}(w)$ where $p^{\prime}(w)$ vanishes; rotation of the variable $p(x) \leftarrow t(x)=p(a x)$ for $|a|=1$ does not fix it, but the bound $r_{d} \leq\left|p_{0} / p_{d}\right|^{1 / d}$ and shifts $p(x) \leftarrow t(x)=p(x-c)$ for $c \neq 0$ should fix it.

Furthermore, $\frac{1}{r_{d}(c)} \leq|\operatorname{NIR}(c)|=\frac{1}{d}\left|\sum_{j=1}^{d} \frac{1}{c-z_{j}}\right|$ by virtue of (10.3), and so the approximation to the root radius $r_{d}(c, p)$ is poor if and only if severe cancellation occurs in the summation of the $d$ roots.

Formal probabilistic estimation is hard, but intuitively such a cancellation only occurs for a very narrow class of polynomials $p$. If so, the above non-costly test certifies inclusion for a very large class of polynomials $p$.

More than $25 \%$ of all e/i tests in a subdivision process, however, output exclusion:

Theorem 10.5. Let $\sigma_{i}$ suspect squares enter the $i$-th subdivision step for $i=1, \ldots, t+1$. Let it stop at $f_{i}$ of them, discard $d_{i}$ and further subdivide $\sigma_{i}-d_{i}-f_{i}$ of them. Write $\sigma_{1}:=4, \sigma_{t+1}:=0$, $\Sigma:=\sum_{i=1}^{t} \sigma_{i}, D:=\sum_{i=1}^{t} d_{i}$, and $F:=\sum_{i=1}^{t} f_{i}$. Then $3 \Sigma=4(D+F-1)$ and $D>\Sigma / 4$.
Proof. Notice that $\sigma_{i+1}=4\left(\sigma_{i}-d_{i}-f_{i}\right)$ for $i=1,2, \ldots, t+1$, sum these equations for all $i$, substitute $\sigma_{1}=4$ and $\sigma_{t+1}=0$, and obtain $3 \Sigma+4 \geq 4 D+4 F$. Represent subdivision process by a tree with $F \leq m$ leaves and other nodes representing components made up of suspect squares, to obtain pessimistic lower bounds $\Sigma+1 \geq 2 m \geq 2 F$ and hence $D \geq \Sigma / 4+1 / 2$.

## 11 Our e/i tests

### 11.1 Overview

Map (10.4) reduces any e/i test to the test for the unit disc $D=D(0,1)$ where $\#(D) \leq m$ for a fixed $m, 1 \leq m \leq d$.

Now recall from [1] that

$$
\begin{equation*}
\#(D)=\frac{1}{2 \pi \mathbf{i}} \int_{C(0,1)}(\mathrm{NIR})(\mathrm{x}) \mathrm{dx} \tag{11.1}
\end{equation*}
$$

that is, $\#(D)$ is the average of $\operatorname{NIR}(x)=\frac{p^{\prime}(x)}{p(x)}$ on the unit circle $C(0,1)$.
Our Alg. 11.2 of Sec. 11.4 evaluates $\operatorname{NIR}(x)$ at $q$ fixed equally space points of the unit circle $C(0,1)$, and by virtue of Thm. 11.2 of Sec. 11.4 the integer $\#(D)$ is exceeded by 1 and hence equal 0 if $|\operatorname{NIR}(x)| \leq \frac{1}{2 \sqrt{q}}$ at $q>d$ equally space points of $C(0,1)$. This certifies exclusion at HLA cost $q$ for any $q>d$.

Moreover, Alg. 11.3 of Sec. 11.5 modifies Alg. 11.2 to certify exclusion for a disc with $m$ roots at HLA cost $q$ for any $q>m$ if $|\operatorname{NIR}(x)| \leq \frac{1}{3 \sqrt{q}}$.

The following example shows that we cannot certify exclusion by applying these algorithms for $q=m-1$, in particular for $q=d-1$ if $m=d$.

Example 11.1. Let $q=m-1, p(x)=\left(1-u x^{d-m}\right)\left(x^{m}-d x+u\right), u \approx 0$ but $u \neq 0$. First let $m=d$. Then $p(x)=(1-u)\left(x^{m}-d x+u\right), v_{g}=0$ for $v_{g}$ of (11.12) and $g=0,1, \ldots, q-1$, while $p(y)=0$ for some $y \approx 0$, and Algs. 11.2 and 11.3 wrongly certify exclusion in this case.

This example loses its power if we evaluate $\operatorname{NIR}(x)$ at $q$ random rather than fixed points on the circle $C(0,1)$, and this leads us to Conjecture 1 that such an extension of Alg. 11.2 certifies exclusion with a high probability (whp) for $q=o(m)$, but the example of the polynomials $p(x)=$ $\left(\frac{x \pm 1}{2}\right)^{d}$, pointed out to us by Oren Bassik of the Graduate Center of CUNY, shows some difficulty with proving Conjecture 1.

In view of bound (11.1) we can see, however, that such counter-examples occur with a lower probability (wlp) in the space of all polynomials of degree $d$. This leads us to Conjecture 2 that Conjecture 1 holds whp under a proper randomization model in the space of polynomials of degree d.

Conjecture 2 has strong empirical support because in extensive experiments in 51, 54 a variant of Alg. 11.2 has never failed for $q$ of order $\log ^{2}(d)$.

The customary model of polynomials with random coefficients, however, is not of much use here, because we must apply e/i tests to the discs $D(c, \rho)$ for various pairs of $c$ and $\rho$, while map (10.4) destroys all customary probability distributions in the space of the coefficients of $p$.

With some sweat we have finally succeeded in proving Conjecture 2 under the following model:

Random Root Model: the zeros of $p$ are independent identically distributed (iid) random variables, sampled under the uniform probability distribution on the disc $D(0, R)$ for a sufficiently large positive $R$.

By virtue of Remark 11.1 of Sec. 11.3 , we yield Las Vegas randomization, that is, verify correctness of the output at a dominated computational cost.

This, however, is not the full story of devising our e/i test yet. Namely, we certify exclusion at a low cost under the above upper bounds on $|\operatorname{NIR}(x)|$, but if $|\operatorname{NIR}(x)|$ is not small, we need further study to certify $\sigma$-soft inclusion for $\sigma<\sqrt{2}$.

That study exploits root-lifting: by virtue of claim (i) of Observation 10.1 \#( $D$ ) for polynomials $p_{h}(x)$ is invariant in $h$, and we apply our $\mathrm{e} / \mathrm{i}$ tests to the polynomial $p_{h}(x)$ for a sufficiently large integer $h$ of order $\log (d)$.

If $\left|\operatorname{NIR}_{p_{h}}(x)\right|$ is small, we can certify exclusion for the polynomial $p_{h}(x)$ and hence, by virtue of claim (i) of Observation 10.1, for the polynomial $p(x)$ as well. Unless the value $|\operatorname{NIR}(x)|$ is small, Thm. 10.3 implies that $\#(D(0, \sigma))>0$ for $\sigma=\left(\frac{d}{v}\right)^{1 / 2^{h}}$, exceeded by 1.2 , say, for sufficiently large integers $h$ of order $\log (d)$.

### 11.2 A randomized e/i test: an algorithm

Next we perform an e/i test where we evaluate $\operatorname{NIR}_{t_{h}}(x)$ at a single random point $x_{1} \in C(0,1)$ and then prove success whp under the Random Root Model. Surely, we can further increase the probability of success by reapplying the algorithm at new iid random points sampled from the unit circle $C(0,1)$.

Algorithm 11.1. A randomized e/i test 31
INPUT: a polynomial $p(x)$ of a degree $d$, a real $\sigma>1$ and a positive integer $h$, both to be specified in the next subsection, a complex $c$, and a positive $\rho$ such that $|c|+\rho \leq R$ for $R$ of the Random Root Model.

COMPUTATIONS: (i) Sample a random value $x_{1}$ under the uniform probability distribution on the unit circle $C(0,1)$, (ii) Compute the value

$$
\begin{equation*}
v_{1}:=\operatorname{NIR}_{t_{h}}\left(x_{1}\right)=\left|\frac{t_{h}^{\prime}\left(x_{1}\right)}{t_{h}\left(x_{1}\right)}\right| \tag{11.2}
\end{equation*}
$$

(iii) Stop and certify $\sigma$-soft inclusion, that is, $\#(D(0, \sigma))>0$, if $1+d / v_{1} \leq \sigma^{h}$. Otherwise, stop and claim exclusion, that is, $\#(D(0,1))=0$.

Observation 11.1. At HLA cost hq Alg. 11.1 samples the values of $q$ iid random variables before it stops.

### 11.3 A randomized e/i test: analysis under the Random Root Model

Eqn. (10.3) implies that map (10.4) only scales NIR by $\rho$.
Next we estimate the probability under the Random Root Model that the algorithm wrongly outputs exclusion, in which case $\#(D(0,1))>0$, that is, $z_{j} \in D(c, \rho)$ for some $j$ in the range $1 \leq j \leq d$.

[^21]Theorem 11.1. Under the Random Root Model, Alg. 11.1 is correct with a probability at least $1-P$, where

$$
\begin{equation*}
\left.P \leq \gamma d \frac{\rho^{2}}{R^{2}} \text { for } \gamma:=\max \{\alpha \nu)^{2 / h}, \frac{1}{(\alpha-1)^{2}}\right\}, \nu=\frac{8 d}{\sigma^{h}-1}, \tag{11.3}
\end{equation*}
$$

and $\alpha$ and $\sigma$ of our choice. In particular

$$
\begin{equation*}
P \leq \delta \rho^{2} / R^{2} \tag{11.4}
\end{equation*}
$$

for any fixed positive $\delta$ if

$$
\begin{equation*}
(\alpha-1)^{2} \geq d / \delta \text { and } \sigma^{h}-1 \geq 8 d^{2} \alpha / \delta \tag{11.5}
\end{equation*}
$$

which can be ensured for $h$ of order $\log (d / \delta)$ if, say, $\sigma=1.2$.
Proof. Bounds (10.12) and (10.13) imply that $r_{d}\left(x_{1}, t_{h}\right) \leq d / v_{1}$ for $r_{d}\left(0, t_{h}\right) \leq 1+r_{d}\left(x_{1}, t_{h}\right)$ for $\left|x_{1}\right|=1$. Hence $r_{d}\left(0, t_{h}\right) \leq 1+d / v_{1} \leq \sigma^{h}$ if Alg. 11.1 claims $\sigma$-inclusion. Then claim (iii) of Observation 10.1 implies that $r_{d}(0) \leq \sigma$, and so Alg. 11.1 outputs $\sigma$-soft inclusion correctly.

So Alg. 11.1 can be incorrect only where it outputs exclusion for a disc $D(c, \rho)$ containing a zero of $p$.

Let this zero be $z_{1}$, say. Then fix the values of the random variables $z_{2}, \ldots, z_{d}$ and $x_{1} \in C(0,1)$ and let $\gamma$ denote the area (Lebesgue's measure) of the set $\mathbb{S}$ of the values of the variable $z_{1}$ for which

$$
\begin{equation*}
v_{1}=\left|\operatorname{NiR}_{t_{h}}\left(x_{1}\right)\right| \leq \frac{d}{\sigma^{h}-1} \tag{11.6}
\end{equation*}
$$

Then Alg. 11.1 applied to the disc $D(c, \rho)$ is incorrect with a probability at most

$$
\begin{equation*}
P=\frac{\gamma d}{\pi R^{2}} \tag{11.7}
\end{equation*}
$$

where the factor of $d$ enables us to cover the cases where the value of any of the $d$ iid random variables $z_{1}, \ldots, z_{d}$, and not necessarily $z_{1}$, lies in the disc $D(c, \rho)$.

Fix a value $z^{\prime} \in \mathbb{S}$ lying at the maximal distance from $c$, let $z$ denote another value in $\mathbb{S}$, write $y:=\left(\frac{z-c}{\rho}\right)^{h}, y^{\prime}:=\left(\frac{z^{\prime}-c}{\rho}\right)^{h}$, and $\Delta:=y^{\prime}-y$, and notice that $\max \left\{|y|,|y|^{\prime}\right\} \leq 1$ because $z_{1} \in D(c, \rho)$ by assumption, and in particular $z, z^{\prime} \in D(c, \rho)$.

Furthermore, write $\operatorname{NIR}$ and $\operatorname{NIR}^{\prime}$ to denote the values $\operatorname{NIR}_{t_{h}}\left(x_{1}\right)$ for $z_{1}=z$ and $z_{1}=z^{\prime}$, respectively, and obtain from bounds (11.6) that

$$
\max \left\{|\mathrm{NIR}|,\left|\operatorname{NIR}^{\prime}\right|\right\} \leq \frac{d}{\sigma^{h}-1}
$$

and so

$$
\begin{equation*}
\left|\Delta_{t_{h}}\right| \leq \frac{2 d}{\sigma^{h}-1} \text { for } \Delta_{t_{h}}:=\mathrm{NIR}^{\prime}-\mathrm{NIR} \tag{11.8}
\end{equation*}
$$

Now let $y_{j}:=\left(\frac{z_{j}-c}{\rho}\right)^{h}$, for $j=1, \ldots, d$, denote the $d$ zeros of $t_{h}(x)$ and deduce from (10.3) that

$$
|\mathrm{NIR}|=\left|\frac{1}{x_{1}-y}+S\right| \text { and }\left|\mathrm{NIR}^{\prime}\right|=\left|\frac{1}{x_{1}-y^{\prime}}+S\right| \text { for } S:=\left|\sum_{j=2}^{d} \frac{1}{x_{1}-y_{j}}\right|
$$

Hence

$$
\begin{equation*}
\left|\Delta_{t_{h}}\right|=\mid \text { NIR }-\operatorname{NIR}^{\prime}\left|=\left|\frac{1}{x_{1}-y}-\frac{1}{x_{1}-y^{\prime}}\right|=\frac{|\Delta|}{\left|\left(x_{1}-y\right)\left(x_{1}-y^{\prime}\right)\right|}\right. \tag{11.9}
\end{equation*}
$$

Recall that $x_{1} \in C(0,1)$, while $y, y^{\prime} \in D(0,1)$ by assumption, and so

$$
\max \left\{\left|x_{1}-y\right|,\left|x_{1}-y^{\prime}\right|\right\} \leq 2
$$

Combine this inequality with (11.9) and deduce that

$$
\left|\Delta_{t_{h}}\right| \geq|\Delta| / 4
$$

Combine the latter bound with (11.8) and obtain

$$
|\Delta|=\left|y^{\prime}-y\right| \leq \nu \text { for } \nu:=\frac{8 d}{\sigma^{h}-1} .
$$

that is,

$$
y=\left(\frac{z-c}{\rho}\right)^{h} \in D:=D\left(y^{\prime}, \nu\right) \text { for } \nu=\frac{8 d}{\sigma^{h}-1} .
$$

Now fix a reasonably large $\alpha>1$ and separately consider two cases where either (i) $\left|y^{\prime}\right|<\alpha \nu$ or (ii) $\left|y^{\prime}\right| \geq \alpha \nu$.

The distance $|z-c|=|y|^{1 / h} \rho$ reaches its maximum for $z=z^{\prime}, y=y^{\prime}$, by assumption, and so in case (i) it holds that

$$
|z-c| \leq\left|z^{\prime}-c\right|=\left|y^{\prime}\right|^{1 / h} \leq(\alpha \nu)^{1 / h} \rho,
$$

and then we can bound $\gamma$ of (11.7) as follows:

$$
\begin{equation*}
\gamma \leq \pi(\alpha \nu)^{2 / h} \rho^{2} . \tag{11.10}
\end{equation*}
$$

In case (ii) the point $y$ lies in one of the $h$ components $W_{1}, \ldots, W_{h}$ output by the map $W \leftarrow D^{1 / h}$, where each component is associated with one of the $h$ th roots $y^{\prime}$.

Let $y=y^{\prime}+u$ be a point of the disc $D$, that is, let $|u| \leq \nu$, let $\left(y^{\prime}\right)^{1 / h}$ and $y^{1 / h}$ lie in the same component $W_{g}$, and then obtain that

$$
\nabla:=\left(y^{\prime}\right)^{1 / h}-y^{1 / h}=\left(y^{\prime}\right)^{1 / h}\left(1-\left(1-u / y^{\prime}\right)^{1 / h}\right)
$$

where $|u| \leq \nu$ and $\left|y^{\prime}\right| \geq \alpha \nu$. Hence $\left|u / y^{\prime}\right| \leq 1 / \alpha$, and deduce from Taylor's expansion of $(1-1 / \alpha)^{1 / h}$ that $|\nabla| \leq \frac{\left|y^{\prime}\right|}{\alpha-1}$. Hence $|\nabla| \leq \frac{1}{\alpha-1}$ because $\left|y^{\prime}\right| \leq 1$.

Now recall that $\nabla \rho=z^{\prime}-c-(z-c)=z^{\prime}-z$ and conclude that in case (ii)

$$
\left|z^{\prime}-z\right| \leq \frac{\rho}{\alpha-1},
$$

and then we can bound $\gamma$ of (11.7) as follows:

$$
\gamma \leq \frac{\pi \rho^{1}}{(\alpha-1)^{2}}
$$

Combine this bound with (11.7) and (11.8) and obtain the following bound on the error probability: $P \leq \max \left\{(\alpha \nu)^{2 / h}, \frac{1}{(\alpha-1)^{2}}\right\} \frac{d \rho^{2}}{R^{2}}$ for $\nu=\frac{8 d}{\sigma^{h}-1}$, as we claimed.
Corollary 11.1. Under Random Root Model one can solve Problem 1mm at Las Vegas randomized $H L A$ cost in $O(m b \log (d / \delta))$ with overall error probability at most $\delta$ for any fixed positive $\delta$.

Proof. Notice that the overall area of all suspect squares eliminated by subdivision iterations cannot exceed the area $R^{2}$ of an initial suspect square of these iterations, while the areas of the covering disc of any square exceeds the area of the square precisely by a factor of $\sqrt{2}$.

Remark 11.1. Root-finding with error detection and correction. A randomized root-finder can lose some roots, although with a low probability, but we can detect such a loss at the end of root-finding process, simply by observing that among the $m$ roots lying in an input disc only $m-w$ tame roots have been closely approximated,$\sqrt{32}$ while $w>0$ wild roots remain at large. Then we can recursively apply the same or another root-finder until we approximate all $m$ roots 33

### 11.4 Basic deterministic e/i test

To simplify exposition, assume in this section that we compute rather than approximate the values $p^{\prime}(x), \mathrm{NR}_{p_{h}}(x)$, and $\operatorname{NIR}_{p_{h}}(x)$ and that we have fixed a together imply that $r_{d}(0, p) \leq \sigma$. Otherwise proceed as follows.

Algorithm 11.2. Basic deterministic e/i test.
INPUT: a polynomial $p(x)$ of a degree $d$ and $\sigma, 1<\sigma<\sqrt{2}$.
INITIALIZATION: Fix two integers $q>d$ and $h:=\left\lceil\log _{\sigma}(1+2 d \sqrt{q})\right\rceil$, such that $\sigma^{h} \leq 1+2 d \sqrt{q}$.
COMPUTATIONS: For $g=0,1, \ldots, q-1$ recursively compute

$$
\begin{equation*}
v_{g}:=\left|\frac{p_{h}^{\prime}\left(\zeta^{g}\right)}{p_{h}\left(\zeta^{g}\right)}\right| \text { for } g=0,1, \ldots \text { and } \zeta \text { of (1.3). } \tag{11.11}
\end{equation*}
$$

Stop and certify $\sigma$-soft inclusion $\#(D(0, \sigma))>0$ if $1+d / v_{g} \leq \sigma^{h}$ for an integer $g<q$. Otherwise stop and certify exclusion, that is, $\#(D(0,1))=0$.

Bounds (10.12) and (10.13) imply that $r_{d}\left(\zeta^{g}, p_{h}\right) \leq d / v_{g}$ for all $g$ and $r_{d}\left(0, p_{h}\right) \leq 1+r_{d}\left(\zeta^{g}, p_{h}\right)$ for $|\zeta|=1$. Hence $r_{d}\left(0, p_{h}\right) \leq 1+d / v_{g} \leq \sigma^{h}$ if Alg. 11.2 claims $\sigma$-inclusion. Then n claim (iii) of Observation 10.1 implies that $r_{d}(0) \leq \sigma$, and so Alg. 11.2 outputs $\sigma$-soft inclusion correctly. Next we prove that it also correctly claims exclusion.

Lemma 11.1. A polynomial $p$ has no roots in the unit disc $D(0,1)$ if $|p(\gamma)|>2 \max _{w \in D(0,1)}\left|p^{\prime}(w)\right|$ for a complex $\gamma \in C(0,1)$.

Proof. By virtue of Taylor-Lagrange's theorem $p(x)=p(\gamma)+(x-\gamma) p^{\prime}(w)$, for any pair of $x \in D(0,1)$ and $\gamma \in C(0,1)$ and for some $w \in D(0,1)$. Hence $|x-\gamma| \leq 2$, and so $|p(x) \geq|p(\gamma)|-2| p^{\prime}(w) \mid$. Therefore, $|p(x)|>0$ for $\gamma$ satisfying the assumptions of the lemma and for any $x \in D(0,1)$.

Theorem 11.2. $\#(D(0,1))=0$ for a black box polynomial $p(x)$ of a degree $d$ if

$$
\begin{equation*}
\frac{1}{v}>2 \sqrt{q} \text { for } q>d, v:=\min _{g=0}^{q-1} v_{g}, \text { and } v_{g} \text { of (11.11). } \tag{11.12}
\end{equation*}
$$

Proof. Bounds (11.11) and (11.12) together imply that $\left|p^{\prime}\left(\zeta^{g}\right)\right| / v \leq\left|p\left(\zeta^{g}\right)\right|$ for $g=0, \ldots, q-1$ and hence $2 \sqrt{q}\left\|\left(p^{\prime}\left(\zeta^{g}\right)\right)_{g=0}^{q-1}\right\|_{\infty}<\widehat{P}$ for $\widehat{P}:=\left\|\left(p\left(\zeta^{g}\right)\right)_{g=0}^{q-1}\right\|_{\infty}$. Combine this bound with (10.2) to obtain

$$
\begin{equation*}
2\left\|\left(p^{\prime}\left(\zeta^{g}\right)\right)_{g=0}^{q-1}\right\|_{2}<\widehat{P} . \tag{11.13}
\end{equation*}
$$

Pad the coefficient vector of the polynomial $p^{\prime}(x)$ with $q-d-1$ initial coordinates 0 to arrive at $q$ dimensional vector $\mathbf{p}^{\prime}$. Then $\left(p^{\prime}\left(\zeta^{g}\right)\right)_{g=0}^{q-1}=F \mathbf{p}^{\prime}$ for the $q \times q$ matrix $F:=\left(\zeta^{i g}\right)_{i, g=0}^{q-1}$ of discrete Fourier

[^22]transform. Substitute $F \mathbf{p}^{\prime}$ for $\left(p^{\prime}\left(\zeta^{g}\right)\right)_{g=0}^{q-1}$ in (11.13) and obtain $2\left\|F \mathbf{p}^{\prime}\right\|_{2}<\widehat{P}$. Hence $2 \sqrt{q}\left\|\mathbf{p}^{\prime}\right\|_{2}<\widehat{P}$ because the matrix $\frac{1}{\sqrt{q}} F$ is unitary (cf. [42, 89]). It follows (cf. (10.2)) that $2\left\|\mathbf{p}^{\prime}\right\|_{1}<\widehat{P}$. Since $\max _{x \in D(0,1)}\left|p^{\prime}(x)\right| \leq\left\|\mathbf{p}^{\prime}\right\|_{1}$, deduce that $2 \max _{x \in D(0,1)}\left|p^{\prime}(x)\right|<\widehat{P}=\left\|\left(p\left(\zeta^{g}\right)\right)_{g=0}^{q-1}\right\|_{\infty}$. Complete the proof by combining this bound with Lemma 11.1

Now, if Alg. 11.2 outputs exclusion, then $1+\frac{d}{v_{g}}>\sigma^{h}$ for $g=0,1, \ldots, q-1$, where $\sigma^{h}>1+2 d \sqrt{q}$ according to initialization of Alg. 11.2 . Hence $\frac{1}{v_{g}}>2 \sqrt{q}$, and so the assumptions of Thm. 11.2 hold for $p_{h}(x)$ replacing $p(x)$. Hence the theorem implies that the disc $D(0,1)$ contains no zeros of $p_{h}(x)$, but then it contains no zeros of $p(x)$ as well (see Observation 10.1 (iii)), and so exclusion is correct.

Readily verify the following estimates for the HLA cost of Alg. 11.2 ,
Theorem 11.3. Alg. 11.2 is a $\sigma$-soft e/i test, certifying inclusion at the HLA cost $2 h j$ or exclusion at HLA cost $2 h q$ for integers $q>d$, $j$, such that $1 \leq j \leq q$, and $h:=\left\lceil\log _{\sigma}(1+2 d \sqrt{q})\right\rceil, h=O(\log (d))$ if $\sigma-1$ exceeds a positive constant.

### 11.5 A modified deterministic e/i test

Consider Problem $1 \mathrm{bb}_{m}$ in a $\theta$-isolated disc $D$ where $\theta$ is large. Then equation (10.4) implies that the impact of the $d-m$ external zeros of $p$ on the values of $\operatorname{NIR}(x)$ for $x \in D$ is negligible for sufficiently large values $\theta$, and then we can safely modify Alg. 11.2 to let it evaluate NIR at $q=m+1$ rather than $d+1$ points and still to obtain correct output. It turns out that we can ensure this by choosing $\theta$ sufficiently large even where $\log \left(\frac{1}{\theta}\right)=O(\log (d))$. Next we supply quantitative estimates.

Algorithm 11.3. A modified deterministic e/i test.
INPUT: a black box polynomial $p(x)$ of a degree $d$, two integers $m$ and $q>m$, and real $\sigma$ and $\theta>1$ such that $1<\sigma<\sqrt{2}$,

$$
\begin{gathered}
\left|z_{j}\right| \leq 1 \text { for } j \leq m,\left|z_{j}\right|>\theta \text { for } j>m, \\
\frac{d-m}{\theta^{h}-1} \leq \frac{1}{6 \sqrt{q}} \text { for } h:=\left\lceil\log _{\sigma}(1+6 m \sqrt{q})\right\rceil \text { such that } \sigma^{h} \geq 1+6 m \sqrt{q}
\end{gathered}
$$

COMPUTATIONS: Recursively compute the values $v_{g}$ of (11.11) for $g=0,1, \ldots, q-1$. Certify $\sigma$-soft inclusion, that is, $\#(D(0, \sigma))>0$, if $v_{g} \geq \frac{1}{3 \sqrt{q}}$ for some integer $g<q$. Otherwise certify exclusion, that is, $\#(D(0,1))=0$.
Thm. 10.3, for $p_{h}$ replacing $p$, and the assumed bound $\frac{d-m}{\theta^{h}-1} \leq \frac{1}{6 \sqrt{q}}$ together imply

$$
\frac{m}{r_{d}\left(\zeta^{g}, p_{h}\right)} \geq v_{g}-\frac{d-m}{\theta^{h}-1} \geq v_{g}-\frac{1}{6 \sqrt{q}} \text { for all } g
$$

Alg. 11.3 claims inclusion if $v_{g} \geq \frac{1}{3 \sqrt{q}}$ for some $g$, but then

$$
\frac{m}{r_{d}\left(\zeta^{g}, p_{h}\right)} \geq \frac{1}{6 \sqrt{q}}, r_{d}\left(\zeta^{g}, p_{h}\right) \leq 6 m \sqrt{q}
$$

and hence

$$
r_{d}\left(0, p_{h}\right) \leq 1+6 m \sqrt{q} \leq \sigma^{h} \text { for }|\zeta|=1 .
$$

Now Observation 10.1 (iii) implies that Alg. 11.3 claims inclusion correctly.
Next prove that it also claims exclusion correctly.

Theorem 11.4. Let a polynomial $p(x)$ of a degree $d$ have exactly $m$ roots in the disc $D(0, \theta)$ for

$$
\theta^{h} \geq 1+6(d-m) \sqrt{q}, h:=\left\lceil\log _{\sigma}(1+6 m \sqrt{q})\right\rceil, \text { and an integer } q>m
$$

and let $v<\frac{1}{\sqrt[3]{q}}$ for $v$ of (11.12). Then $\#(D(0,1))=0$.
Proof. Let $p(x)$ and its factor $f(x)$ of degree $m$ share the sets of their zeros in $D(0, \theta)$. Then (10.3) implies that $\left|\frac{f^{\prime}(x)}{f(x)}\right|<\left|\frac{p^{\prime}(x)}{p(x)}\right|+\frac{d-m}{\theta-1}$ for $|x|=1$, and so $\max _{g=0}^{q-1}\left|\frac{f^{\prime}\left(\zeta_{\zeta}^{g}\right)}{f\left(\zeta_{q}^{q}\right)}\right|<v+\frac{d-m}{\theta-1}$. Recall that $\frac{d-m}{\theta-1} \leq \frac{1}{6 \sqrt{q}}$ and $v<\frac{1}{3 \sqrt{q}}$ by assumptions.

Combine these bounds to obtain $\max _{g=0}^{q-1}\left|\frac{f^{\prime}\left(\zeta_{q}^{g}\right)}{f\left(\zeta_{q}^{q}\right)}\right|<\frac{1}{2 \sqrt{q}}$. To complete the proof, apply Thm. 11.2 for $f(x)$ replacing $p(x)$ and for $m$ replacing $d$.

Readily extend Thm. 11.3 to Alg. 11.3 by decreasing its bounds on $q$ and $h$ provided that $\#(D(0, \theta))=m$ for $\theta \geq 1+6(d-m) \sqrt{q}$.

Theorem 11.5. Suppose that $q>m:=\#(D(0, \theta)), \sigma^{h}>1+6 m \sqrt{q}, \theta \geq 1+6(d-m) \sqrt{q}$, and $h:=\left\lceil\log _{\sigma}(1+6 m \sqrt{q})\right\rceil$, so that $h=O(\log (m))$ if $\sigma-1$ exceeds a positive constant. Then Alg. 11.3 is a $\sigma$-soft e/i test: it certifies either inclusion or exclusion at HLA cost $2 h q$ or $2 h j$, respectively, where $1 \leq j \leq q$.

## 12 Reduction of $m$-test to e/i tests

We reduce $m$-test to e/i tests motivated by application in Part III, where the tests are applied to an isolated disc. Our next simple algorithm in Sec. 12.1 achieves this goal, but in Sec. 12.2 we also present a little more involved reduction algorithm that can be applied to any disc.

### 12.1 Simple reduction to a single e/i test in case of an isolated disc

Clearly, we can immediately reduce the $d$-test in the unit disc $D(0,1)$ for $p(x)$ to performing 1-test in that disc for the reverse polynomial $p_{\text {rev }}(x)$ of (10.5).

Let us next reduce an $m$-test $0<m<d$ to a single application of 1 -test provided that an input disc $D$ with $m$ roots is $\theta$-isolated for $\theta$ of order $\log (d)$; we can ensure that provision by applying root-lifting or root-squaring, in both cases at HLA cost $O(\log (d))$ if an initial disc is just isolated. For an alternative extension, reproduced from earlier versions of [99], see our Appendix C.

Theorem 12.1. Let the root sets of two polynomials $f(y)$ and $g(y)$ of degrees $m$ and $d-m$, respectively, lie outside the disc $D(0,1)$ and in the disc $D(0,1 / \theta)$, respectively, for a sufficiently large real $\theta$. Then

$$
\operatorname{NIR}_{f}(z)=\operatorname{NIR}_{f g}(z)-\frac{d-m}{z}+\Delta \text { for }|z|=1 \text { and }|\Delta| \leq \frac{d-m}{\theta-1}
$$

Proof. Notice that $\frac{1}{z-y_{j}}-\frac{1}{z}=\frac{y_{j}}{\left(z-y_{j}\right) z}$, recall that $\left|y_{j}\right| \leq \frac{1}{\theta}$ for $\theta>1$ and all $d-m$ roots $y_{1}, \ldots, y_{d-m}$ of $g(y)$ by assumption, and deduce that

$$
\begin{equation*}
\left|\frac{1}{z-y_{j}}-\frac{1}{z}\right| \leq \frac{1}{\theta-1} \text { for }|z|=1 \text { and } j=1, \ldots, d-m \tag{12.1}
\end{equation*}
$$

By applying (10.3) obtain that $\operatorname{NIR}_{f g}(z)-\operatorname{NIR}_{f}(z)=\sum_{j=1}^{d-m} \frac{1}{z-y_{j}}$. Substitute bounds (12.1).

Next fix an integer $q>m$, represent $p_{\text {rev }}(y)$ as the product $f(y) g(y)$ for polynomials $f(y)$ and $g(y)$ of Thm. 12.1, and approximate $\operatorname{NIR}_{f}(z)$ by $\operatorname{NIR}_{f g}(z)-\frac{d-m}{z}$ for $z=\zeta^{g}$ and $g=0,1, \ldots, q-1$. Thm. 12.1 bounds the approximation error by $\frac{d-m}{\theta-1}$.

Now define Alg. 11.2 frev by applying Alg. 11.2 to the factor $f(y)$ of $p_{\text {rev }}(y)$, replacing NIR(z) by the approximation $\operatorname{NIR}_{f g}(z)-\frac{d-m}{z}$ of $\operatorname{NIR}_{f}(z)$ within $\Delta$, and replacing bound (11.12) by

$$
\begin{equation*}
V_{f}:={\underset{\max }{g=0}}_{q-1}\left|\operatorname{NIR}_{f g}\left(\zeta^{g}\right)-(d-m) \zeta^{-g}\right| \tag{12.2}
\end{equation*}
$$

We can ensure that $V_{f}<\frac{1}{2 \sqrt{q}}$, say, by requiring that $\max _{g=0}^{q-1}\left|\operatorname{NIR}_{f g}\left(\zeta^{g}\right)\right|<\frac{1}{4 \sqrt{q}}$ and $\frac{d-m}{\theta-1}<\frac{1}{4 \sqrt{q}}$. Unless the latter bound is satisfied for a fixed $q>m$, we can ensure it at NR-cost $O(\log (d)$ if $\theta-1$ exceeds a positive constant: we can ensure this by applying root-lifting or root-squaring.

## 12.2 $m$-test via e/i tests for any disc

Our next alternative reduction of $m$-test for $1 \leq m \leq d$ to to a bounded number of e/i tests can be applied for any disc, not necessarily isolated. If at least one of the e/i tests fails, then definitely there is a root in a narrow annulus about the boundary circle of an input disc, and hence the internal disc of the annulus would not contain $m$ roots. Otherwise we would obtain a root-free concentric annulus about the boundary circle of an input disc and then reduce $m$-test to root-counting in an isolated disc (see, e.g., claim (i) of Thm. 3.2).

Algorithm 12.1. Reduction of $m$-test to e $/ \mathrm{i}$ tests.
INPUT: a polynomial $p(x)$ of a degree $d$, two values $\bar{\theta}>1$ and $\bar{\sigma}>1$, an integer $m$ such that $1 \leq m \leq d$ and $\#(D(0, \bar{\sigma})) \leq m$, and two algorithms $\mathbb{A} \mathbb{G} 0$ and $\mathbb{A} \mathbb{G} 1$, which a black box polynomial perform $\bar{\sigma}$-soft $e / i$ test for in any disc and root-counting in an isolated disc, respectively.

INITIALIZATION (see Fig. 5): Fix a positive $\rho$ and compute the integer

$$
\begin{equation*}
v=\lceil 2 \pi / \phi\rceil \tag{12.3}
\end{equation*}
$$

where $\phi$ is the angle defined by an arc of $C(0,1)$ with end points at the distance $\rho$. Then compute the values

$$
\begin{equation*}
c_{j}=\exp \left(\phi_{j} \mathbf{i}\right), j=0,1, \ldots, v \tag{12.4}
\end{equation*}
$$

such that $\left|c_{j}-c_{j-1}\right|=\rho$ for $j=1,2, \ldots, v$ and $\phi_{j}-\phi_{j-1}=\phi$.
OUTPUT: Either an upper bound $r_{d-m+1}<1-\rho \frac{\sqrt{3}}{2}$ or one of the two lower bounds $r_{d-m+1} \geq$ $1-\bar{\sigma} \rho$ or $r_{d-m+1}>1+(\sqrt{3}-1) \rho$.

COMPUTATIONS: Apply the algorithm $\mathbb{A L} \mathbb{G} 0$ (soft $e / i$ test) to the discs $D\left(c_{j}, \rho\right)$ for $j=$ $0,1, \ldots, v$. (a) Stop and certify that $r_{d-m+1} \geq 1-\bar{\sigma} \rho$, that is, $\#(D(0,1-\bar{\sigma} \rho))<m$ for the open disc $(D(0,1-\bar{\sigma} \rho)$, unless the algorithm $\mathbb{A} \mathbb{L} \mathbb{G}$ outputs exclusion in all its $v+1$ applications.
(b) If it outputs exclusion $v+1$ times, then apply the algorithm $\mathbb{A} \mathbb{L} \mathbb{G} 1$ (root-counter) to the $\theta$-isolated disc $D(0,1)$ for

$$
\begin{equation*}
\theta:=\min \left\{1+(\sqrt{3}-1) \rho, \frac{1}{1-0.5 \rho \sqrt{3}}\right\} \tag{12.5}
\end{equation*}
$$

Let $\bar{s}_{0}=\#(D(0,1))$ denotes its output integer. Then conclude that
(i) $r_{d-m+1} \leq 1-\rho \frac{\sqrt{3}}{2}$, and so $\#\left(D\left(0,1-\rho \frac{\sqrt{3}}{2}\right)\right)=m$ if $\bar{s}_{0}=m$, while
(ii) $r_{d-m+1} \geq 1+(\sqrt{3}-1) \rho$, and so $\#(D(0,1+(\sqrt{3}-1) \rho))<m$ for the open disc $D(0,1+(\sqrt{3}-1) \rho)$ if $\bar{s}_{0}<m$.


Figure 5: $v=9,\left|c_{j}-c_{j-1}\right|=\rho>\left|c_{9}-c_{0}\right|$ for $j=1,2, \ldots, 9$.


Figure 6: $\left|c_{1}-c_{0}\right|=\left|c_{0}-z\right|=\left|c_{1}-z\right|=\left|c_{0}-z^{\prime}\right|=\left|c_{1}-z^{\prime}\right|=\rho$.

To prove correctness of Alg. 12.1 we need the following result.
Theorem 12.2. For the above values $c_{0}, \ldots, c_{v}$, and $\rho$, the domain $\cup_{j=0}^{v-1} D\left(c_{j}, \rho\right)$ covers the annulus $A(0,1-0.5 \rho \sqrt{3}, 1+(\sqrt{3}-1) \rho)$.

Proof. Let $c_{j-1}$ and $c_{j}$ be the centers of two neighboring circles $C\left(c_{j-1}, \rho\right)$ and $C\left(c_{j}, \rho\right)$, let $z_{j}$ and $z_{j}^{\prime}$ be their intersection points such that $\left|z_{j}\right|=\left|z_{j}^{\prime}\right|-\left|z_{j}-z_{j}^{\prime}\right|$ for $j=1,2, \ldots, v$, observe that the values $\left|z_{j}-z_{j}^{\prime}\right|,\left|z_{j}\right|,\left|z_{j}^{\prime}\right|$, and $\left|c_{j-1}-c_{j}\right|$ are invariant in $j$, and hence so is the annulus $A\left(0,\left|z_{j}\right|,\left|z_{j}^{\prime}\right|\right)$ of width $\left|z_{j}-z_{j}^{\prime}\right|$ as well; notice that it lies in the domain $\cup_{j=0}^{v-1} D\left(c_{j}, \rho\right)$.

Let us prove that $\left|z_{j}-z_{j}^{\prime}\right|=\rho \sqrt{3}$ for $j=1$, and hence also for $j=2, \ldots, v$.
Write $z:=z_{1}$ and $z^{\prime}:=z_{1}^{\prime}$ and observe (see Fig. 6) that $\left|c_{1}-c_{0}\right|=\left|c_{0}-z\right|=\left|c_{1}-z\right|=\left|c_{0}-z^{\prime}\right|=$ $\left|c_{1}-z^{\prime}\right|=\rho$, and so the points $c_{0}, c_{1}$, and $z$ are the vertices of an equilateral triangle with a side length $\rho$. Hence $\left|z-z^{\prime}\right|=\rho \sqrt{3}$. The circle $C\left(c_{j}, \rho\right)$ intersects the line segment $\left[z_{j}, z_{j}^{\prime}\right]$ at a point $y_{j}$ such that $\left|y_{j}-z_{j}\right|>\rho \sqrt{3} / 2$ and $\left|y_{j}-z_{j}^{\prime}\right|>(\sqrt{3}-1) \rho$ for $\rho<1$, and this implies the theorem if $\left|c_{v}-c_{0}\right|=\rho$. If, however, $\left|c_{v}-c_{0}\right|<\rho$ and if $C\left(c_{0}, \rho\right) \cap C\left(c_{v}, \rho\right)=\{\bar{z}, \bar{z}\}$, then $\left|\bar{z}-\bar{z}^{\prime}\right|>\left|z-z^{\prime}\right|$, and the theorem follows in this case as well.

Corollary 12.1. The disc $D(0,1)$ is $\theta$-isolated for $\theta$ of (12.5) provided that the discs $D\left(c_{j}, \rho\right)$ contain no roots for $j=0,1, \ldots, v$.

Correctness of Alg. 12.1. (i) If the algorithm $\mathbb{A} \mathbb{G} 1$ outputs inclusion in at least one of its applications, then one of the discs $D\left(c_{j}, \bar{\sigma} \rho\right)$ contains a root, and then Alg. 12.1 correctly reports that $r_{d-m+1} \geq 1-\sigma \bar{\rho}$.
(ii) Otherwise Cor. 12.1 holds, and then correctness of Alg. 12.1 follows from correctness of $\mathbb{A L} \mathbb{G} 1$. Softness is at most $\frac{1}{1-\bar{\sigma} \rho}, \frac{1}{1-0.5 \rho \sqrt{3}}$, and $1+(\sqrt{3}-1) \rho$ in cases (a), (b,i), and (b,ii), respectively.
Computational complexity. Alg. 12.1 invokes the algorithm $\mathbb{A L} \mathbb{G} 0$ at most $v+1$ times for $v$ of (12.3). If $\mathbb{A} \mathbb{L} 0$ outputs exclusion $v+1$ times, then the algorithm $\mathbb{A L} \mathbb{G} 1$ is invoked.

Remark 12.1. One can modify Alg. 12.1 as follows (see (54]): instead of fixing a positive $\rho$ and then computing $v$ of (12.3) fix an integer $v>0$, apply the algorithm $\mathbb{A L} \mathbb{G} 0$ at $v$ equally spaced points $c_{j}=\exp \left(\frac{2 j \pi \mathbf{i}}{v}\right), j=0,1, \ldots, v-1$, let $\phi=\frac{2 \pi}{v}$, and then define $\rho$. We also arrive at this algorithm if we compute or guess this value $\rho$ and then apply Alg. 12.1, but notice that $c_{v}=c_{0}$ for $c_{j}$ of (12.4) and only invoke the algorithm $\mathbb{A} \mathbb{L} \mathbb{G} 0$ for $c_{0}, \ldots, c_{v-1}$.

## 13 Precision of computing

The arithmetic time $\mathcal{A}$ of our root-finders is roughly the product of their HLA cost and ops count for the evaluation of $p(x)$ (cf. (10.11). Their Boolean cost is $O(\mathcal{A} \mu(s))=\tilde{O}(\mathcal{A} s)$ for precision $s$ of their computations and $\mu(s)=O(s \log (s) \log (\log (s)))$.

Next we deduce the same precision bound $O(\log (d))$ as in [68], even though instead of Unlimited Access Assumption of [68] that we have cost-free access to the values of $p(x)$ computed with no errors by a black box oracle, we adopt Assumption 0 of Limited Access to them within a relative error bound in $1 / d^{\nu}$ for any fixed constant $\nu>0$ of our choice. Moreover, we strengthen the analysis of [68] by allowing computations with rounding errors, estimating their impact, and bounding precision required for representation of $p(x)$. We handle these tasks by sampling $x$ randomly, excluding output errors whp, and detecting and correcting them at a dominated cost (see Remark 11.1).

In our e/i tests we only need to compare the values $\left|\operatorname{NIR}_{t_{h}}(x)\right|$ at some complex points $x$ with some fixed values $v_{d} \geq 1 / d^{\beta}$ for a constant $\beta>0$, and next we estimate that under Assumption 0 we can do this by performing our computations with a precision of $O(\log (d))$ bits.

Multiplication with a precision $s$ contributes a relative error at most $2^{s}$ (cf. [20, Eqn. A. 3 of Ch. 3]) and otherwise just sums the relative error bounds of the factors if we ignore the impact of higher order errors. Hence we deduce that $h=O(\log (d))$ multiplications of $h$-lifting increase these bounds at most by a factor of $h$, which is immaterial for $h=O(\log (d))$ since we allow relative errors of order $1 / d^{\nu}$ for a constant $\nu>0$ of our choice.

We only need to apply this analysis to approximation of $\operatorname{NIR}(x)$ for $p_{h}(x)$ based on expression (10.1). The analysis is certified under the following Assumption 1 (Isolation Assumption): all $q$ evaluation points $\zeta^{g}$ of an e/i test lie at least at the distance $\phi:=\frac{2 \pi}{m q w}$ from all zeros of $p$ for any fixed $w>1$ of our choice. We justify using this assumption by applying our e/i tests under random rotation $\zeta^{g} \mapsto v \zeta^{g}$ for the random variable $v$ specified in our next theorem. Remark 11.1 implies that this is Las Vegas randomization.

Theorem 13.1. Let $\phi_{g}:=\min _{j=1}^{d}\left|v \zeta^{g}-z_{j}\right|$ and let $\phi:=\min _{g=0}^{q-1} \phi_{g}$ for the zeros $z_{j}$ of $p$, $\zeta$ of (1.3) and random variable $v$ sampled from a fixed arc of the circle $C(0,1)$ of length $2 \pi / q$ under the uniform probability distribution on that arc. Let $i(D(0,1))=m$. Then $\phi \leq \frac{2 \pi}{m q w}$ for $w>1$ with $a$ probability at most $\frac{\pi}{w}$.

Proof. Let $\psi_{j}$ denote the length of the arc $C(0,1) \cap D\left(z_{j}, \frac{2 \pi}{m q w}\right), j=1,2, \ldots, d$. Then $\psi_{j}=0$ for at least $d-m$ integers $j$, and $\max _{j=1}^{d} \psi_{j} \leq \frac{\pi^{2}}{m q w}$ for sure. Hence $\sum_{j=1}^{d} \psi_{j}<\frac{\pi^{2}}{q w}$, and so $\phi_{g} \leq \frac{2 \pi}{m q w}$ for a fixed $g$ with a probability at most $\frac{\pi}{q w}$. Therefore, $\phi \leq \frac{2 \pi}{m q w}$ with a probability at most $\frac{\pi}{w}$, as we claimed.

Next we prove that precision of $O(\log (d))$ bits supports our e/i tests under Assumptions 0 and 1 by applying Thm. 13.1 for sufficiently large $w=d^{O(1)}$. We will (i) prove that $|\operatorname{NIR}(z)|=d^{O(1)}$, (ii) approximate this value within $d^{\nu} \delta$ for any fixed constant $\nu$ and for $\delta$ of (10.1) chosen such that $\log \left(\frac{1}{\delta}\right)=O(\log (d))$, and (iii) estimate that such a bound withstands the impact of rounding errors of computations for (10.1). Eqn. (10.3) immediately implies

Theorem 13.2. Under Assumption 1, $\max _{g=1}^{q}\left|\operatorname{NIR}\left(\zeta^{g}\right)\right| \leq d^{\eta}$ for $\eta=O(1)$.
Corollary 13.1. A precision of $\left\lceil(\eta+\beta) \log _{2}(d)\right\rceil$ bits is sufficient to represent $\operatorname{NIR}(x)$ within $\frac{1}{d^{\beta}}$ for $g=1,2, \ldots, q$.

Instead of $\operatorname{NIR}(x)=\frac{t^{\prime}(x)}{t(x)}$ for $x \in C(0,1)$ we actually approximate $\frac{t^{\prime}(y)}{t(x)}$ where $|y-x| \leq \delta$ and $t^{\prime}(y)$ is equal to the divided difference of (10.1). Thus we shall increase the above error bound by adding upper bounds $\alpha$ on $\left|\frac{t^{\prime}(x)}{t(x)}-\frac{t^{\prime}(y)}{t(x)}\right|$ and $\beta$ on the rounding error of computing $\frac{t(x)-t(x-\delta)}{\delta t(x)}$, for $x=\zeta^{g}$ and $g=1,2, \ldots, q$.

In the proof of the next theorem we use the following lemma, which is [68, Fact 3.5].
Lemma 13.1. For $t(x)=\prod_{j=1}^{d}\left(x-y_{j}\right)$ and a non-negative integer $j \leq d$ it holds that

$$
t^{(j)}(x)=j!t(x) \sum_{S_{j, d}} \prod_{j \in S_{j, d}} \frac{1}{x-y_{j}}
$$

where the summation $\sum_{S_{j, d}}$ is over all subsets $S_{j, d}$ of the set $\{1, \ldots, d\}$ having cardinality $j$.
Theorem 13.3. Under the assumptions of Thm. 13.2 it holds that

Proof. The claimed bound on $\left|\xi^{\prime}\right|$ follows from (10.3). It remains to apply the first five lines of the proof of [68, Lemma 3.6] with $f, \alpha, n$, and $\xi$ replaced by $t,-\delta, d$, and $w$, respectively. Namely, first obtain from Taylor's expansion that $t(x)-t(x-\delta)=\sum_{j=0}^{\infty} \frac{\delta^{j}}{j!} t^{(j)}(x)-t(x)$.

Substitute the expressions of Lemma 13.1 and obtain

$$
t(x)-t(x-\delta)=\delta t^{\prime}(x)+\sum_{j=2}^{\infty} \delta^{j} t(x) \sum_{S_{j, d}} \prod_{j \in S_{j, d}} \frac{1}{x-y_{j}}
$$

Combine this equation with the assumed bounds on $\frac{1}{\left|x-y_{j}\right|}$ and deduce that

$$
\left|\frac{t(x)-t(x-\delta)}{\delta}-t^{\prime}(x)\right| \leq\left|\frac{f(x)}{\delta} \sum_{j=2}^{\infty} \delta^{j} w^{j} d^{j}\right| \leq\left|f(x) \frac{(d w)^{2} \delta}{1-\delta d w}\right|
$$

Corollary 13.2. We can ensure that $\alpha<1 / d^{\bar{\eta}}$ for any fixed constant $\bar{\eta}$ by choosing $\delta$ of order $d^{O(1)}$, represented with a precision of $O(\log (d))$ bits.

Theorem 13.4. Suppose that the values $t(y)$ have been computed by a black box oracle within a relative error bounds $\nabla(y)$ for $y=x, y=x-\delta$, and $\delta$ of Cor. 13.2. Then one can ensure that $\beta<\frac{1}{d^{\eta}}$ for any fixed constant $\bar{\eta}$ by choosing a proper $\nabla(y)$ of order $1 / d^{O(1)}$, represented with a precision of $O(\log (d))$ bits.

Proof. Write
$\beta \delta=\frac{t(x-\delta)(1+\nabla(x-\delta))}{t(x)(1+\nabla(x))}-\frac{t(x-\delta)}{t(x)}=\frac{t(x-\delta)}{t(x)} \frac{\nabla(x)-\nabla(x-\delta)}{1+\nabla(x)}$.
Taylor-Lagrange's formula implies that
$\frac{t(x-\delta)}{t(x)}=1+\frac{t(x-\delta)-t(x)}{t(x)}=1+\delta \frac{t^{\prime}(u)}{t(x)}$, for $u \in[x-\delta, x]$.
Hence $\left|\frac{t(x-\delta)}{t(x)}\right| \leq 1+\left|\delta \alpha^{\prime}\right|+\left|\frac{t^{\prime}(x)}{t(x)}\right|$ for $\alpha^{\prime}=\frac{t^{\prime}(u)-t(x)}{t(x)}$.
By extending Cor. 13.2 obtain $\left|\alpha^{\prime}\right| \leq \frac{1}{d^{O(1)}}$ and as in Cor. 13.1 deduce from (10.3) that $\left|\frac{t^{\prime}(x)}{t(x)}\right| \leq \frac{1}{d^{O(1)}}$. Hence $w:=\left|\frac{t(x-\delta)}{t(x)}\right| \leq d^{O(1)}$ and $|\beta \delta| \leq|w| \frac{|\nabla(x)|+|\nabla(x-\delta)|}{1-|\nabla(x)|}$.

Now choose $\nabla(y)$ such that $|\nabla(y)| \leq \frac{|\delta|}{20|w|}$ for $y=x$ and $y=x-\delta$. Then verify that $\log \left(\frac{1}{|\nabla(y)|}\right)=$ $O(\log (d)), 1-|\nabla(x)| \geq 1-\frac{|\delta|}{20|w|}>\frac{19}{20}$, and $|\delta \beta|<\frac{|\delta|}{8}$.

Combine Cors. 13.1 and 13.2 and Thm. 13.4 to obtain
Corollary 13.3. Given a black box (oracle) for the evaluation of a polynomial $p(x)$ of a degree $d$ with a relative error of any order in $1 / d^{O(1)}$, we can perform our black box subdivision root-finders with a precision of $O(\log (d))$ bits.

Remark 13.1. We derived our precision bound $O(\log (d))$ based on operating entirely with NIR $(x)$. For comparison, if we relied on computing $p(x)$ and on the bound $\min _{x:|x|=1}\left(|p(x)| / \sum_{i=0}^{d}\left|p_{i}\right|\right) \geq$ $\left(\frac{\theta-1}{2 \theta}\right)^{d}$ of [120, Eqn. (9.4)], we would have only obtained a bound of order $m^{2} d$ on the computational precision of our root-finders. For another comparison, by extending our study in Sec. 1.2 or in [83, 90] we can deduce lower bound of order $b d^{2}$ on the precision of root-finding within error bound $1 / 2^{b}$ for any polynomial $p$ of (1.1) given with its coefficients, and we can decrease it to order bd if the zeros of $p$ are pairwise well separated.

## 14 Boolean cost of general polynomial root-finding

### 14.1 A basic result

Next we estimate the Boolean time of our root-finders applied to a general polynomial p of (1.1) whose coefficients are given with a precision sufficient to support our root-finders. In this way we give up potential acceleration of our root-finders for polynomials that can be evaluated fast, but we still yield nearly optimal Boolean time estimates where $q(m) m=\tilde{O}(d)$ for $q(m)$ of Thm. 1.7.

The Boolean complexity of our root-finders is defined by their HLA cost and computational precision. We have already estimated HLA cost and in the previous section have reduce the precision estimation to estimation for Boolean complexity of the evaluation of $p$ with a relative error in $1 / d^{\nu}$ for any constant $\nu$ of our choice. Next we readily solve the latter problem based on 60, Thm. 3.9], which provides an estimate for the Boolean complexity of multipoint polynomial evaluation in [37, 73] (see a historical account in [18, Sec. 4.5]) 34

[^23]Theorem 14.1. [60, Thm. 3.9]. Given a positive $b$, the coefficients of a polynomial $t(x):=$ $\sum_{i=0}^{d} t_{i} x^{i}$ such that $\|t(x)\|_{1}=\sum_{i=0}^{d}\left|t_{i}\right| \leq 1$, and $q \geq d$ complex points $x_{1}, \ldots, x_{q}$, in the unit disc $D(0,1)$, one can approximate the values $t\left(x_{1}\right), \ldots, t\left(x_{q}\right)$ within $1 / 2^{b}$ by using $O(\mu((d \log (d)+q)(b+$ q))) Boolean operations for $\mu(s)=O(s \log (s)) \log (\log (s)))$.

Proof. See [60, Alg. 5.3 and appendix A.3].
To cover also the case where $q \leq d$, represent $t(x)=\sum_{j=0}^{h} t_{j}(x) x^{j q}$ for $h=\lceil d / q\rceil-1$ and polynomials $t_{j}(x)$ of degrees at most $q$ sharing their coefficients with $t(x)$ and evaluate at the points $x_{1}, \ldots, x_{q}$ : (i) the polynomials $p_{j}(x)$, (ii) the powers $x^{j q}$ for $j=0,1, \ldots, h$, and finally (iii) $t(x)=\sum_{j=0}^{h} t_{j}(x) x^{j q}$.

At stages (ii) and (iii) we only perform $O(d)$ ops and increase precision of computing by $O(\log (d)$ bits because $\max _{j=0}^{h}\left|x_{j}\right| \leq 1$. Hence overall Boolean cost of the evaluation of $p(x)$ is dominated at stage (i), where we apply $h$ times Thm. 14.1, for $d$ replaced by $m$, and obtain the Boolean cost bound $O(\mu((b+q) d \log (q)))$, which extends Thm. 14.1 to the case where $q \leq d$.

### 14.2 Reduction of our root-finders to multipoint polynomial approximation

Given a complex $c$, a pair of positive $b$ and $\rho$, and $d+1$ coefficients of a polynomial $p=p(x)$ of (1.1) such that the disc $D(c, \rho)$ is isolated and contains precisely $m$ zeros of $p$, we approximate all these zeros within $R / 2^{b}$ for $R=|c|+\rho$ by applying subdivision root-finding iterations with $\mathrm{e} / \mathrm{i}$ tests of Sec. 11. Then every subdivision step is reduced to application of our e/i tests to $\bar{m}=O(m)$ discs $D\left(c_{\lambda}, \rho_{\lambda}\right)$, where $\rho_{\lambda} \geq R / 2^{b}$ for all $\lambda$. Such a test amounts to approximation of $p(x)$ at $q$ equally spaced points $x$ on each circle $C\left(c_{\lambda}, \rho_{\lambda}\right)$.

In Thm. 14.1 a polynomial $t(x)$ with $\|t(x)\|_{1} \leq 1$ is approximated at some points $x \in D(0,1)$. To ensure the assumption about $x$, we scale the variable $x \mapsto R x$ to map the discs $D\left(c_{\lambda}, \rho_{\lambda} \sigma\right) \mapsto$ $D\left(\bar{c}_{\lambda}, \bar{\rho}_{\lambda}\right) \subseteq D(0,1)$, for $\bar{c}_{\lambda}=c_{\lambda} / R, \bar{\rho}_{\lambda}=\rho_{\lambda} / R \geq 1 / 2^{b}$, and all $\lambda$.

Then we write $t(x):=p(R x) / \psi$ for $\psi=O\left(R^{d}\right)$ such that $\|t(x)\|_{1}=1$ and approximate $t(x)$ within $1 / 2^{\bar{b}}$ or equivalently within the relative error bound $1 /\left(|t(x)| 2^{\bar{b}}\right)$ at $q(\bar{m})$ points $x$ in $\bar{m}$ e/i tests for $q(m)$ of Thm. [1.7. Due to Cor. 13.3 it is sufficient to ensure the bound $1 /\left(|t(x)| 2^{\bar{b}}\right)=1 / d^{O(1)}$; we achieve this by choosing $\bar{b} \geq \log \left(\frac{1}{\mid t(x)}\right)+O(\log (d))$.

In our e/i tests we only need to approximate $t(x)$ at the points $x$ lying on $\theta_{\lambda}$-isolated circles where $\frac{1}{\theta_{\lambda}-1}=O(m)$. Then $\log \left(\frac{1}{|t(x)|}\right)=O(d \log (m))$ by virtue of the bound of [120, Eqn. (9.4)] 35 Substitute $\bar{\rho}_{\lambda} \geq 1 / 2^{b}$ and obtain $\bar{b}=\log \left(\frac{1}{|t(x)|}\right)+O(\log (d))=O(d \log (m)+b)$.

Remark 14.1. For $m=d$, the above bound on $\log \left(\frac{1}{\mid t(x)}\right)$ is sharp up to a constant factor and is reached at the polynomial $t(x)=\left(x+1-\frac{1}{m}\right)^{d} /\left(2-\frac{1}{m}\right)^{d}, \rho_{\lambda}=1$ and $x=-1$. For $m<d$, [120, Thm. 4.5] implies a little stronger bounds $\log \left(\frac{1}{|t(x)|}\right)=O(d+m \log (m))$ and hence $\bar{b}=O(m \log (m)+d+b)$ because all discs $D\left(\bar{c}_{\lambda}, \bar{\rho}_{\lambda}\right)$ lie in $\theta$-isolated unit disc $D(0,1)$ for $\theta-1$ exceeding a positive constant.

### 14.3 Boolean cost of our e/i tests and root-finders

Now apply Thm. 14.1 with $q$ and $b$ replaced by $\bar{q}=O(q m)$ and $\bar{b}=O(b+d+m \log (m))$, respectively, and obtain that the Boolean complexity of our $O(m)$ e/i tests at any fixed subdivision step is in

$$
O(\mu(q(m) m+d \log (d))((q(m)+\log (m)) m+d+b))) \text { for } q(m) \text { of Thm. } 1.7
$$

[^24]Hence our resulting root-finders run in overall Boolean time

$$
\left.\mathbb{B}_{\mathrm{roots}}=O(\mu(q(m) m+d \log (d))((q(m)+\log (m)) m+d+b) b)\right),
$$

which includes the time-complexity of the evaluation oracle.
Recall that $\mu(s)=\tilde{O}(s)$ and obtain

$$
\begin{equation*}
\mathbb{B}_{\text {roots }}=\tilde{O}((q(m) m+d)(q(m) m+d+b) b) . \tag{14.1}
\end{equation*}
$$

We have deduced this bound for a general polynomial $p(x)$ of (1.1) represented with its coefficients. If $p(x)$ can be evaluated fast, e.g., is a sum of a small number of shifted monomials, then the root-finder is accelerated accordingly.

## 15 Computation of a disc covering all zeros of $p(x)$

### 15.1 Introductory comments

Next we compute a range $\left[\rho_{-}, \rho_{+}\right]$that brackets all root radii or, equivalently, compute an upper estimate for the largest root radius $r_{1}$ and a low estimate for the smallest root radius $r_{d}$ of $p(x)$.

We can apply the estimates of Sec. 10.4 to the reverse polynomial $p_{\mathrm{rev}}(x)$ if its coefficients are available, but next we study this problem for a black box polynomial. Its solution is required, e.g., in order to initialize algorithms for all $d$ roots by means of subdivision or functional iterations (cf. [14, 21, (128]).

Suppose that we have an algorithm that computes a disc $D\left(0, \rho_{-}\right)$that contains no zeros of a black box polynomial $p(x)$; clearly, $\rho_{-} \leq r_{d}$. By applying this algorithm to the reverse polynomial $p_{\text {rev }}(x)$ we will obtain the upper bound $1 / \rho_{-, \text {rev }}$ on $r_{1}$.

It remains to describe computation of the disc $D\left(0, \rho_{-}\right)$. Empirically we can do this by applying the algorithms of [100, 43], but next we study formally some alternative algorithms.

To obtain a range $\left[\rho_{-}, \rho_{+}\right.$] that brackets all root radii, we need upper estimate for the root radii $r_{1}$ and $r_{d}$, but next we only estimate $r_{d}$ because we can extend them to $r_{1}$ by estimating $r_{d}$ for the reverse polynomial $p_{\text {rev }}(x)$. We obtain a low bound on $r_{d}$ by computing a disc that contains no zeros of a black box polynomial $p(x)$.

Hereafter let $p(x)$ denote a black box polynomial.

### 15.2 Probabilistic solution

Seek a disc $D(c, \rho)$ containing no zeros of $p(x)$ in its interior, where we can choose any positive $\rho$. Sample a random $c$ in the unit disc $D(0,1)$ under the uniform probability distribution in $D(0,1)$.

The disc has area $\pi$, while the union of the $d$ discs $D\left(x_{j}, \rho\right), j=1,2, \ldots, d$ has area at most $\pi d \rho^{2}$. Therefore, $c$ lies in that union with a probability at most $d \rho^{2}$, which we can decrease at will by decreasing $\rho$. Unless $c$ lies in such a union, we obtain a desired disc $D(c, \rho)$.

By applying our e/i tests of Secs. $11.2-11.5$ to this disc, we can verify correctness of its choice.

### 15.3 Deterministic solution

We can deterministically compute a desired disc $D\left(0, \rho_{-}\right)$at a higher cost, based on a soft e/i test.
Namely, apply 1-test to $d+1$ triples of parameters $c_{i}, \theta_{i}$, and $\rho_{i}, i=0,1, \ldots, d$ such that the $\operatorname{discs} D\left(c_{i}, \theta_{i} \rho_{i}\right)$ have no overlap pairwise. Then, clearly, at most $d$ discs contain roots because $p(x)$ has only $d$ zeros, and so definitely at least one of the disc contains no roots. Deterministic e/i of


Figure 7: Five blue marked centers of suspect squares converge to a green-marked root cluster with linear rate; two red marked Schröder's iterates converge with quadratic rate.

Secs. 11.4 and 11.5 run at HLA cost $d+1$, and so we obtain a desired disc $D$ at HLS cost at most $(d+1)^{2}$.

## PART III: Compression of a Disc and Acceleration of Subdivision Iterations

## 16 Overview

The classical subdivision iterations converge to all zeros of a polynomial $p$ with linear convergences rate (see Sec. 1.11), but clearly this is very slow when they process a component $\mathbb{C}$ made up of a single suspect square or up to four of them sharing a vertex. In such cases the algorithms of [114, 88] dramatically accelerate convergence to superlinear rate by means of Newton's or Schröder's iterations (see Fig. 7).

Alternatively one can split $p(x)$ into the product of two factors with the zero sets in and outside a disc covering the isolated component $\mathbb{C}$ (see Part V) and then apply a root-finder to each of the two factors of $p$ of smaller degrees. They, however, do not preserve sparsity of $p(x)$ and may have significantly larger coefficient length than $p(x)$. (Consider, e.g., splitting $p(x)=x^{1000}+1$ into factors of degrees 300 and 700.) If one of the factors has smaller degree, then we can alternatively approximate this factor $f$ (see Part IV) and can avoid troubles with the other factor by operating with it implicitly as the ratio $p / f$.

Next we propose and analyze a simple novel alternative based on compression of a disc covering component $\mathbb{C}$ into nearly minimal disc that shares with that component its root set.

We organize our presentation in this part as follows. In the next section we
We will reuse the material of Sec. 10 (Background) of Part II but otherwise will make our presentation self-contained.

## 17 Component tree and compact components

### 17.1 Component tree: definition

Break or partition the union of all suspect squares at a subdivision step into components; a step can break some of them into more than one component. Represent all such partitions with a component tree $\mathbb{T}$. At most $m$ components, said to be the leaves of the tree, can be covered by isolated discs of radius at most $\epsilon$ for a fixed tolerance $\epsilon \geq 0$. The other vertices are components-parents, each broken by a subdivision step into at least two components-children. The initial suspect square is the root of the tree $\mathbb{T}$. The edges of the tree connect parents and children.
Observation 17.1. Having at most $m$ leaves, the tree $\mathbb{T}$ has at most $m-1$ other nodes. These upper bounds are sharp - attained where a subdivision process defines the complete binary tree $\mathbb{T}$ with $m$ leaves.

### 17.2 Edge length, non-adjacent suspect squares, and compact components

The edges of the tree $\mathbb{T}$ represent subdivision steps between partitions of components. Cor. 17.1 will bound the number of such steps - the edge length.

Call a pair of suspect squares non-adjacent if they share no vertices.
Call a component compact if it contains just a single non-adjacent suspect square, that is, consists of at most four suspect squares sharing a vertex (see Fig. 8).
Observation 17.2. (See Fig. 2.) The $\sigma$-covers of two non-adjacent suspect squares are separated by at least the distance $a \Delta$ for the side length $\Delta$ and separation coefficient

$$
a:=2-\sigma \sqrt{2}>0 \text { for } 1<\sigma<\sqrt{2} .
$$

Lemma 17.1. Let $\left|z_{g}-z_{h}\right| \geq \sigma \Delta$, for a pair of roots $z_{g}$ and $z_{h}$, the softness $\sigma$ of e/i tests, and the side length $\Delta$ of a suspect square, and let $i>0.5+\log _{2}(m)$. Then in at most $i$ subdivision steps the roots $x$ and $y$ lie in distinct components.
Proof. Two roots $z_{g}$ and $z_{h}$ lying in the same component at the $i$ th subdivision step are connected by a chain of $\sigma$-covers of at most $m$ suspect squares, each having diameter $\sigma \Delta / 2^{i-0.5}$. Hence

$$
\left|z_{g}-z_{h}\right| \leq m \sigma \Delta / 2^{i-0.5}, i \leq \log _{2}\left(\frac{m \sigma \Delta}{\left|z_{g}-z_{h}\right|}\right)+0.5
$$

Substitute the bound $\left|z_{g}-z_{h}\right| \geq \sigma \Delta$ and deduce that $m \leq 2^{i-0.5}$ or equivalently $i \leq 0.5+\log _{2}(m)$ if the roots $z_{g}$ and $z_{h}$ are connected by a chain of suspect squares, that is, lie in the same component. This implies the lemma.

Corollary 17.1. A component is broken in at most $1+\left\lfloor 0.5+\log _{2}(m)\right\rfloor$ successive subdivision steps unless it is compact.

### 17.3 Isolation of compact components

Observation 17.3. (i) A compact component is surrounded by a frame of discarded squares (see Fig. 8) and hence is covered by a 2-isolated square. (ii) If it stays compact in $h$ successive subdivision steps, then its minimal covering square and disc become $2^{h+1}$-isolated and $2^{h} \sqrt{2}$-isolated, respectively.
Proof. Readily verify claim (i). Claim (ii) follows because a subdivision step can only thicken the frame of discarded squares while decreasing at least by twice the diameter of any component that stays compact.

## $18 \epsilon$-compression: algorithm and analysis

### 18.1 Compression algorithm: high level description

Recall that the classical subdivision iterations converge slowly where they successively process only compact components (cf. Fig. 7), but then we accelerate subdivision process by interrupting it with compression steps in at most three iterations.

Next we specify compression for a 3.5 -isolated unit disc $D=D(0,1)$ covering a component; map (2.2) extends compression to any 3.5 -isolated disc $D(c, \rho)$; the map $\rho \epsilon \mapsto \epsilon$ adjusts the error tolerance $\epsilon$ to scaling by $\rho$.

Algorithm 18.1. $\epsilon$-compression (high level description).
INPUT: a positive $\epsilon \leq 1$ and a black box polynomial $p(x)$ of a degree $d$ such tha 36

$$
\begin{equation*}
i(D(0,1)) \geq 3.5 \text { and } \#(D(0,1)) \geq 1 \tag{18.1}
\end{equation*}
$$

OUTPUT: an integer $m$, a complex $c^{\prime}$, and a positive $\rho^{\prime}$ such that $m=\#(D(0,1))$, (i) $X\left(D\left(c^{\prime}, \rho^{\prime}\right)\right)=X(D(0,1))$, and (ii) $\rho^{\prime} \leq \epsilon$ or $8\left|z_{g}-z_{h}\right|>5 \rho^{\prime}$ for a pair of roots $z_{g}$, $z_{h} \in$ $D\left(c^{\prime}, \rho^{\prime}\right)$.
INITIALIZATION: Fix $\delta \geq 0$ such that $8 \delta \leq \epsilon \leq 1$.
COMPUTATIONS: Compute $m=\#(D(0,1)), c^{\prime}, \rho^{\prime}$ such that

$$
\begin{equation*}
\left|c^{\prime}-c\right| \leq \delta \text { and } \rho \leq \rho^{\prime} \leq \max \{\epsilon, \rho+2 \delta\} \tag{18.2}
\end{equation*}
$$

for $\rho:=r_{d-m+1}\left(c^{\prime}\right)$ and some $c \in C H(X(D(0,1)))$.

### 18.2 Correctness of compression algorithm

First prove correctness in a simple case where $\epsilon=\delta=0, c^{\prime}=c, \rho^{\prime}=\rho$.
In this case $c^{\prime}=c \in C H(X(D(0,1))) \subset D(0,1)$, and so $\rho^{\prime}=\rho=r_{d+1-m}\left(c^{\prime}\right) \leq 2$. Hence $D\left(c^{\prime}, \rho^{\prime}\right) \subseteq D(0,3)$.

Furthermore, $\#\left(D\left(c^{\prime}, \rho^{\prime}\right)\right)=m$ since $\rho^{\prime}=\rho:=r_{d+1-m}\left(c^{\prime}\right)$, while $\#(D(0,1))=m$ by assumption.
Now (18.1) implies that $\#(D(0,3))=m$, which supports claim (i) for the output of Alg. 18.1.
Next let $\left|c^{\prime}-z_{g}\right|=\rho:=r_{d+1-m}\left(c^{\prime}\right)$ for a zero $z_{g}$ of $p(x)$. Then all $m$ roots in $D(0,1)$ also lie in the disc $D\left(c^{\prime}, \rho\right)=D\left(c^{\prime}, \rho^{\prime}\right)$ by virtue of claim (i), just proved.

Since $c^{\prime}=c \in C H\left(X(D(0,1))\right.$, however, there is a root, $z_{h}$, lying in $D\left(c^{\prime}, \rho^{\prime}\right)$ but not in $D\left(z_{g}, \rho\right)$, such that $\left|z_{g}-z_{h}\right|>\rho \geq \rho^{\prime}-2 \delta$ (cf. (18.2)).

Hence $\left|z_{g}-z_{h}\right|>3 \rho^{\prime} / 4$ (implying claim (ii) for the output of Alg. 18.1) because $2 \delta \leq \epsilon / 4<\rho^{\prime} / 4$.

Next extend this correctness proof to the general case based on bounds (18.2).
Notice that $c^{\prime} \in D(0,1+\delta)$ because $c \in C H(X(D(0,1))) \subset D(0,1)$ and $\left|c^{\prime}-c\right| \leq \delta$.
Hence $\rho=r_{d-m+1}\left(c^{\prime}\right) \leq 2+\delta$, and so $\rho^{\prime} \leq \rho+2 \delta \leq 2+3 \delta$ (cf. (18.2)) and $D\left(c^{\prime}, \rho^{\prime}\right) \subseteq D(0,3+4 \delta)$.
Therefore $D\left(c^{\prime}, \rho^{\prime}\right) \subseteq D(0,3.5)$ because $8 \delta \leq \epsilon \leq 1$ by assumption.
Now recall that $\#(D(0,3.5))=\#(D(0,1))=m$, while $\#\left(D\left(c^{\prime}, \rho^{\prime}\right)\right) \geq \#\left(D\left(c^{\prime}, \rho\right)\right)=m$ for $\rho^{\prime} \geq \rho$ and deduce claim (i) for the output of Alg. 18.1.

Next wlog assume that $c=0, c^{\prime}=\delta$, and $z_{g}=c^{\prime}+\rho$ for a root $z_{g}$.
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Figure 8: Roots (asterisks) define compact components. A subdivision step halves their diameters and at least doubles isolation of their minimal covering squares and discs.

Then $\Re\left(z_{g}\right) \geq \rho-\delta \geq \rho^{\prime}-3 \delta$ because $\left|c^{\prime}\right|=\left|c^{\prime}-c\right| \leq \delta$ and $\rho^{\prime} \leq \rho+2 \delta$ by assumptions.
Furthermore, $\Re\left(z_{h}\right)<0$ for some root $z_{h}$ because $c=0 \in C H(X(D(0,1)))$. (Actually, $\Re\left(z_{h}\right)$ reaches its maximum $-\frac{z_{h}}{m-1}$ where $z_{h}$ is a simple root and $-\frac{z_{h}}{m-1}$ is a root of multiplicity $m-1$.)

Therefore, $\left|z_{g}-z_{h}\right| \geq \Re\left(z_{g}\right)-\Re\left(z_{h}\right)>\rho^{\prime}-3 \delta \geq \rho^{\prime}-\frac{3}{8} \epsilon$.
This implies claim (ii) for the output of Alg. 18.1 since $\rho^{\prime}>\epsilon$.

### 18.3 Elaboration upon the compression algorithm

We can readily compute $m=\#(D(0,1))$ for the isolated input disc $D(0,1)$ of Alg. 18.1, e.g., by applying Alg. 3.1 and we can extend this recipe to any disc $D(c, \rho)$ by applying map (2.2) and Thm. 3.2,

Furthermore, based on Thm. 3.3 we can compute close approximations $\tilde{s}_{1}$ to the sum $s_{1}$ of the $m$ zeros of $p$ lying in that disc and $c^{\prime}$ to their average $s_{1} / m$, lying in the convex hull $C H(D(c, \rho))$, Finally, we can approximate the $m$ th smallest root radius $r_{d-m+1}\left(c^{\prime}, p\right)$ by applying our root radius estimation of Sec. 6, based on $\ell$-tests for $\ell=1$ and $\ell=m$, for which we can apply $\ell$-tests of Parts II or combine e/i tests of Sec. 11 with reduction of $m$-test to e/i tests in Sec. 12 ,

Computation of the sufficiently close approximation of the sum $s_{1}$ of the zeros of $p$ and the average $s_{1} / m$ involves a little higher HLA cost and Boolean time than we need to support Thm. [1.7 (HLA cost bound would get an extraneous term $O(b \log (d)$ and similarly for Boolean time bound), but we fix this deficiency in Sec. 20, where we cover another variant of compression algorithm.

### 18.4 Counting $\epsilon$-compression steps

$c^{\prime}$ approximates within $\epsilon$ all $m$ roots lying in the disc $D(0,1)$ if $\rho^{\prime} \leq \epsilon$ for the output value $\rho^{\prime}$ of Alg. 18.1. Then call the compression final and stop computations.

Otherwise call the square $S=S\left(c^{\prime}, \rho^{\prime}\right)$ suspect and apply to it subdivision iterations.
Extend Lemma 17.1 to the case where $\left|z_{g}-z_{h}\right| \geq \frac{5}{8} \rho^{\prime}$ for a pair of roots $z_{g}, z_{h} \in D\left(c^{\prime}, \rho^{\prime}\right)$, combine it with claim (ii) for the output of Alg. 18.1 and obtain that at most $2.5+\log _{2}(8 \sigma m / 5)$ subdivision steps break the square $S$ into more than one component.

Until that moment apply no new compression steps and hence apply less than $2 m$ such steps overall - no more than there are nodes in the partition tree $\mathbb{T}$.

Now elaborate upon Observation 17.1 as follows.
Theorem 18.1. For a fixed $\epsilon \geq 0$ let subdivision and compression steps be applied to a component $C$ of suspect squares containing at most $m$ roots. Then at most $m$ final compression steps among at most $2 m-1$ compression steps overall output isolated discs of radii at most $\epsilon$ that cover all roots lying in $C$.

Corollary 18.1. Under the assumptions of Thm. 18.1 all subdivision steps process at most $6 m-3$ compact components, made up of at most $24 m-12$ suspect squares; this involves at most $24 m-12$ e/i tests.

Proof. A compact component stays unbroken and uncompressed in at most 3 consecutive subdivision steps, which end with a compression step or follow a non-final compression step, that is, such components are processed in at most $6 m-3$ subdivision, which involve at most $24 m-12 \mathrm{e} / \mathrm{i}$ tests overall.

## 19 Counting e/i tests

### 19.1 An upper estimate

The upper estimate $2 m-1$ of Thm. 18.1 is sharp - reached in the case of the complete binary tree $\mathbb{T}$ and implying that our accelerated subdivision process can involve $2 m-1$ suspect squares (e/i steps). This reaches lower estimate up to a constant factor:

Theorem 19.1. Let subdivision iterations with compression be applied to a suspect square containing at most $m$ roots. Then they involve $O(m) e / i$ tests overall.

### 19.2 The first lemma

Our proof of Thm. 19.1 begins with
Lemma 19.1. In every component $C$ made up of $\sigma(C)$ suspect squares we can choose $n(C) \geq$ $\sigma(C) / 5$ non-adjacent suspect squares.

Proof. Among all leftmost squares in $C$ the uppermost one has at most four neighbors - none on the left or directly above. Include this square into the list of non-adjacency squares and remove it and all its neighbors from $C$. Then apply this recipe recursively until you remove all $\sigma(C)$ suspect squares from $C$. Notice that at least $20 \%$ of them were non-adjacent.

### 19.3 The second lemma

Lemma 19.2. Fix two integers $i \geq 0$ and $g \geq 3$ a value $\sigma$ of softness, for $1<\sigma<\sqrt{2}$, define the separation fraction $a:=2-\sigma \sqrt{2}$ of Observation 17.2. For all $j$ let $j$-th subdivision step process $v_{j}$ components made up of $\sigma_{j}$ suspect squares, $n_{j}$ of which are non-adjacent, let $\Delta_{j}$ denote their side length, and let the $j$-th steps perform no compression for $j=i, i+1, \ldots, i+g$. Then

$$
\begin{equation*}
\sigma_{i+g} \geq\left(n_{i}-v_{i}\right) a 2^{g-0.5} \text { if } \Delta_{i} \geq 2^{g} \Delta_{i+g} \tag{19.1}
\end{equation*}
$$

Proof. At the $i$ th step a pair of non-adjacent suspect squares of the same component is separated by at least the gap $a \Delta_{i}$, and there are at least $n_{i}-v_{i}$ such gaps with overall length $\left(n_{i}-v_{i}\right) a \Delta_{i}$. Neither of these gaps disappears at the $(i+g)$ th step, and so they must be covered by $\sigma_{i+g}$ suspect squares, each of diameter $\sqrt{2} \Delta_{i+g}=\Delta_{i} / 2^{g-0.5}$ under (19.1). Hence $\left(n_{i}-v_{i}\right) a \Delta_{i} \leq \sigma_{i+g} \Delta_{i} / 2^{g-0.5}$.

By virtue of Cor. 18.1 all compact components together involve $O(m)$ suspect squares and e/i tests; it remains to prove that we only involve $O(m)$ other e/i tests, for which $n_{j} \geq 2$ for all $j$.

Next we extend Lemma 19.2 by allowing compression steps. We only need to extend the equation $2 \Delta_{j+1}=\Delta_{j}$ to the case where the $j$ th subdivision step for $i \leq j \leq i+g$ may perform compression, after which we apply subdivision process to a single suspect square with side length at most $4 \Delta_{j}$.

The next two subdivision steps perform only five e/i tests, that is, at most $10 m-5 \mathrm{e} / \mathrm{i}$ tests are performed at all pairs of subdivision steps following all (at most $2 m-1$ ) compression steps.

Then again, we can exclude all these e/i tests and bound by $O(m)$ the number of the e/i tests in the remaining subdivision process, which is not interrupted with compression steps anymore.

Furthermore, we resume subdivision process after a compression step with a suspect square whose side length decreased (in two discounted subdivision steps) from at most $4 \Delta_{j}$ to at most $\Delta_{j}$.

Hence we can apply to it Lemma 19.2, because now it accesses the same number $n_{j}$ of nonadjacent suspect squares and an increased number $\sigma_{j}$ of all suspect squares (cf. (19.1)).

### 19.4 Counting e/i tests at partition steps

Let $h$ be the height of our partition tree $\mathbb{T}$ and count suspect squares processed in subdivision steps that partition components, temporarily ignoring the other steps.

Clearly, bounds (19.1) still hold and can only be strengthened. Notice that $v_{i} \geq 1$ for all $i$, sum $v_{i+g}$ as well as bounds (19.1) for a fixed $g>0$ and $i=0,1, \ldots, h-g$, and obtain

$$
\begin{equation*}
\sum_{i=0}^{h-g} n_{i}-\lambda \sum_{i=0}^{h-g} \sigma_{i+g} \leq \sum_{i=0}^{h-g} v_{i+g} \text { for } \lambda:=\frac{\sqrt{2}}{a 2^{g}} \tag{19.2}
\end{equation*}
$$

Notice that

$$
\sum_{i=0}^{h-g} v_{i+g} \leq \sum_{i=0}^{h} v_{i}-\sum_{i=0}^{g-1} v_{i}<2 m-g
$$

Combine the above estimate and the bounds $n_{i} \leq m$ and (cf. Lemma 19.1) $\sigma_{i} \leq 5 n_{i}$, for all $i$, write $n^{\prime}:=\sum_{i=0}^{h} n_{i}$, obtain

$$
\sum_{i=0}^{h-g} n_{i} \leq n^{\prime}-\sum_{i=h-g+1}^{h} n_{i} \leq n^{\prime}-m g, \quad \sum_{i=0}^{h-g} \sigma_{i+g} \leq \sum_{i=0}^{h} \sigma_{i} \leq 5 n^{\prime}
$$

and so

$$
(1-5 \lambda) n^{\prime} \leq 2 m-1-g+m g \text { for } \lambda \text { of (19.2). }
$$

Obtain that

$$
0.5 n^{\prime} \leq 2 m-1-g+m g \text { for } g=1+\left\lceil\log _{2}\left(\frac{5 \sqrt{2}}{a}\right)\right\rceil
$$

Hence

$$
\begin{equation*}
n^{\prime} \leq 4 m-2-2 g+2 m g, \text { and so } n^{\prime}=O(m) \text { for } g=O(1) . \tag{19.3}
\end{equation*}
$$

### 19.5 Extension to counting all e/i steps

Next consider a non-compact component, count all suspect squares processed in all subdivision steps applied until it is partitioned, and then prove in Lemma 19.3 that up to a constant factor the overall number of these suspect squares is given by their number at the partition step. Such a result will extend to all subdivision steps our count $n^{\prime}=O(m)$ of (19.3), so far restricted to partition steps. Together with Lemma 19.1 this will complete our proof of Thm. 19.1 .
Lemma 19.3. Let $k+1$ successive subdivision steps with $\sigma$-soft e/i tests be applied to a non-compact component for $\sigma$ of our choice in the range $1<\sigma<\sqrt{2}$. Let the $j$-th step output $n_{j}$ non-adjacent suspect squares for $j=0,1, \ldots, k$. Then $\sum_{j=0}^{k-1} n_{j} \leq n_{k} \frac{10 \sqrt{2}}{a}$ for the separation fraction $a:=2-\sigma \sqrt{2}$ (cf. Observation 17.2.)

Proof. Substitute $g=k-i$ into (19.3) and obtain $\sigma_{k} \geq\left(n_{i}-v_{i}\right) a 2^{k-i-0.5}$, for $i=0,1, \ldots, k-1$.
Recall that $\sigma_{j} \leq 5 n_{j}$ (cf. Lemma 19.1) and that in our case $v_{i}=1$ and $n_{i} \geq 2$ and obtain that $n_{i}-v_{i} \geq n_{i} / 2$ for all $i$.

Hence $5 n_{k} \geq n_{i} a 2^{k-i-1.5}$ for all $i$, and so

$$
\sum_{i=0}^{k-1} n_{i} \leq n_{k} \frac{10 \sqrt{2}}{a} \sum_{j=1}^{k} 2^{-j}<n_{k} \frac{10 \sqrt{2}}{a}
$$

Remark 19.1. The overhead constants hidden in the " $O$ " notation of our estimates are fairly large but overly pessimistic. E.g., (i) the roots $x$ and $y$ involved in the proof of Lemma 19.2 are linked by a path of suspect squares, but we deduce the estimates of the lemma by using only a part of this path, namely, the part that covers the gaps between non-adjacent suspect squares. (ii) Our proof of that lemma covers the worst case where a long chains between the roots $x$ and $y$ can consist of up to $4 m$ suspect squares, but for typical inputs such chains are much shorter and can consist of just a few suspect squares. (iii) In the proof of Lemma 19.3 we assume that $n_{i}-1 \geq n_{i} / 2$; this holds for any $n_{i} \geq 2$ but the bounds become stronger as $n_{i}$ increases. (iv) In a component made up of five suspect squares at least two are non-adjacent, and so the bound of Lemma 19.1 can be strengthened at least in this case.

Remark 19.2. Alg. 18.1 compresses an input disc $D(0,1)$ into $\eta$-rigid disc for $\eta=5 / 8$, but our proof of Thm. 19.1 only involves $\eta$ the argument in Sec. 18.4, and this argument and therefore the whole proof of the theorem can be immediately extended if it relies on compression into any rigid disc.

## 20 A variant of compression algorithm

Recall Schröder's iterations [118], celebrated for fast convergence to a root of multiplicity $m$ [70, Sec. 5.4]:

$$
\begin{equation*}
z=y-m \operatorname{NR}(y) . \tag{20.1}
\end{equation*}
$$

Due to map (2.2) we only need to consider the case where the input disc $D$ is the unit disc $D(0,1)$ and first assume that it contains all $d$ zeros of $p$ and readily verify

Observation 20.1. Schröder's single iteration (20.1) for $m=d$ and $p(x)=p_{d}\left(x-z_{1}\right)^{d}$ outputs the zero $z_{1}$ of $p(x)$ unless $y=z_{1}$.

Next we extend this observation by proving that the output $z$ of Schröder's iteration (20.1) lies near the convex hull $C H(X(D))$ provided that $m=d$, a disc $D$ contain all $d$ zeros of $p$, and point $y$ lies for from the disc $D$. Here are our specific estimates.

Theorem 20.1. Write $D:=D(0,1), C H:=C H(D)$, and $\Delta:=\Delta(D)$, fix $y$ such that $|y|>2$, let $z:=y-d \mathrm{NR}(\mathrm{y})$, which is (20.1) for $m=d$. Let $\bar{x} \in C H$. Then $|z-\bar{x}| \leq \alpha \Delta$ for $\alpha:=\frac{2 y \mid-1)|y|}{(y \mid-2)^{3}}|y-\bar{x}|$.
Proof. Let $\bar{x} \in C H$ and then $\left|z_{j}-\bar{x}\right| \leq \Delta$ for $j=1, \ldots, d$. Hence (cf. (2.1))

$$
\left|\operatorname{NIR}(y)-\frac{d}{y-\bar{x}}\right| \leq \sum_{j=1}^{d}\left|\frac{1}{y-z_{j}}-\frac{1}{y-\bar{x}}\right| \leq \sum_{j=1}^{d} \frac{\left|\bar{x}-z_{j}\right|}{|y-\bar{x}| \cdot\left|y-z_{j}\right|} \leq \frac{d \Delta}{(|y|-\Delta)^{2}},
$$

and so

$$
\begin{equation*}
|u-w| \leq \beta \text { for } u:=\frac{\operatorname{NIR}(y)}{d}, w:=\frac{1}{y-\bar{x}}, \text { and } \beta:=\frac{\Delta}{(|y|-\Delta)^{2}} \tag{20.2}
\end{equation*}
$$

Hence

$$
|z-\bar{x}|=\left|\bar{x}-y+\frac{d}{\operatorname{NIR}(y)}\right|=\left|\frac{1}{w}-\frac{1}{u}\right|=\frac{|u-w|}{|u w|} \leq \frac{\beta d}{|\operatorname{NIR}(y)|}|y-\bar{x}| .
$$

Now write

$$
\bar{z}_{j}:=\frac{z_{j}}{y} \text { for } j=1, \ldots, d
$$

and deduce from (2.1) that

$$
|y||\operatorname{NIR}(y)|=\left|\sum_{j=1}^{d} \frac{1}{1-\bar{z}_{j}}\right|=\left|\sum_{h=0}^{\infty} \sum_{j=1}^{d} \bar{z}_{j}^{h}\right| \geq d-\left|\sum_{h=1}^{\infty} \sum_{j=1}^{d} \bar{z}_{j}^{h}\right|=d-\sum_{j=1}^{d}\left|\frac{\bar{z}_{j}}{1-\bar{z}_{j}}\right|
$$

Recall that $\max _{j=1}^{d}\left|z_{j}\right| \leq 1<|y|$, and so $\left|\frac{\bar{z}_{j}}{1-\bar{z}_{j}}\right| \leq \frac{1}{|y|-1}$. Hence

$$
\begin{gathered}
|y||\operatorname{NIR}(y)| \geq d-d \frac{1}{|y|-1}=d \frac{|y|-2}{|y|-1} \geq 0 \\
\frac{d}{|\operatorname{NIR}(y)|} \leq \frac{(|y|-1)|y|}{|y|-2} .
\end{gathered}
$$

Combine this bound with the above bound on $|z-\bar{x}|$ and obtain

$$
|z-\bar{x}| \leq \frac{(|y|-1)|y|}{|y|-2} \beta|y-\bar{x}|
$$

for $\beta$ of (20.2). Substitute $\beta:=\frac{\Delta}{(|y|-\Delta)^{2}}$ and obtain

$$
|\bar{x}-z| \leq \frac{(|y|-1)|y|}{(|y|-\Delta)^{2}(|y|-2)} \Delta|y-\bar{x}| .
$$

Substitute $\Delta \leq 2$ and obtain the theorem.
Notice that $|z-\bar{x}| \geq r_{d}(z)$, while $\alpha \rightarrow 1$ as $|y| \rightarrow \infty$ and in particular $|z-\bar{x}| \leq 1.1 \Delta$ if, say, $|y| \geq 100$.

Now notice that
Observation 20.2. Let a point $c$ lie in a disc $D$ and let $\Delta:=\Delta(C H(X(D)))$ denote the diameter of the convex hull of the root set $X((D))$. Write Then $r-\rho \leq \Delta \leq 2 r$ for $r:=r_{d-m+1}\left(c^{\prime}, p\right)$ and $\rho:=r_{d}\left(c^{\prime}, p\right)$.
Corollary 20.1. If $\rho \leq \nu r$ under the notations of Observation 20.2, then the disc $D$ is $(1-\nu) / 2-$ rigid.

It follows that the disc $\bar{D}:=D\left(z, r_{1}(z)\right)$ is rigid, and so we can compress into it the 100 -isolated unit disc $D(0,1)$ at HLA cost 2 .

Now deduce from Eqn. (2.1) that similar argument can be applied if $m<d$, Schröder's iterations (20.1) is applied at a point $y$ such that $|y|^{2}=\theta$ form a sufficiently large $\theta$, the unit disc $D(0,1)$ contains precisely $m$ zeros of $p$ a and is $\theta$-isolated, that is, $i(D(0,1)) \geq \theta$ and $\#(D(0,1))=m$. Furthermore, verify that this can be achieved already for $\theta$ of order $d^{O(1)}$, and we can ensure this by
delaying compression and performing instead $o(\log (d))$ subdivision steps until either theta increases to that level or the input compact component is broken into more than one component.

Then the proof of Thm. 19.1 still holds if its bound increases by a factor of $\log (d)$.

## Part IV: Deflation

## 21 Deflation: when and how?

### 21.1 Comments and contents

In this section we cover deflation of a factor of a polynomial. In Sec. 21.2 we compare the benefits and shortcomings of explicit and implicit deflation. We conclude that explicit deflation of of $p$ is numerically safe if the degree of the output is low, but otherwise deflation tends to destroy sparsity and to blow up the coefficient size. We cover deflation of factors of any degree, but realistically one should avoid deflation in subdivision process until the degree of the factor decreases to a sufficiently low level. In Sec. 23.2 we extend deflation to complete factorization of $p$.

We can readily verify correctness of both explicit and implicit deflation by means of root-finding for $f$ (see Sec. (21.6).

We study deflation in two cases.
Case (i). Assume that some roots are tame, that is, have been approximated, and deflate a wild factor $f$ of $p$ having root set made up of the remaining $w$ wild roots, with application in Sec. 5 Delve and Lyness in [30] and more recently Schleicher and Stoll in [128] apply Newton's identities (see Alg. 21.3) to recover $f$ from the power sums of wild roots, computed as the differences between the power sums of all roots and tame roots. The algorithm has been presented for a polynomial $p$ given in monomial basis and has complexity of $O(w d)$ arithmetic operations (see Sec. 21.3).

The precision of these computations can be readily estimated a posteriori but is not known a priori and is unbounded for the worst case input, although this caused no problems in the tests in [128].

Our alternative Alg. 21.2 of Sec. 21.4, based on evaluation and interpolation, avoids this problem, and we extend it to deflation of a wild factor of a black box polynomial $p$ within a fixed error bound $\epsilon>0$. Its complexity is dominated by the cost of the evaluation of a polynomial $p$ at $O(w \log (1 / \epsilon))$ points.

Case (ii). In Sec. 21.5, within the latter cost bound under error bound $\epsilon$, we can explicitly deflate a factor $f$ of a black box polynomial $p$ over an isolated disc, such that $f$ and $p$ share their root set in it (see the next subsection). In this case we can readily approximate the power sums by Cauchy sums and then recover the factor $f$ by using Newton's identities or Newton's iterations (see Algs. 21.3 and 21.4, respectively). We observe strong numerical stability of the former algorithm.

Both algorithms can approximate the factor $f$ quite closely at a low arithmetic cost; in Appendix B we outline Schönhage's algorithms of [120, Secs. $10-12$ ] that fast refine such approximations at a low cost.

In Sec. 21.7 we cover a simple deflation by means of Taylor's shift (we call it Laser deflation), which worked empirically in the paper 62] by Kobel, Rouillier, and Sagraloff for a narrow input class, and we show that it is numerically unstable for a worst case input.

### 21.2 When should we deflate?

Consider pros and cons for choosing or skipping deflation.

With implicit deflation of a factor $f=f(x)$ of a degree $w<d$, we apply the same or another root-finder to the input polynomial $p(x)$ but only approximate the $w$ roots of the factor $f(x)$. In Remark 21.1 we elaborate upon such deflation in case (i) of deflation of a wild factor.

With explicit deflation we explicitly compute a factor $f$ and then approximate its roots faster because it has a lower degree $w$ (see below). Furthermore, the computational cost tend to decrease because the root set shrinks. In the case of explicit deflation we can first compute a crude approximation of the factor $f(x)$ and then refine it fast, by applying Schönhage's advanced algorithm s of [120, Secs. $10-12$ ( see our Appendix B).

We should, however, weigh the benefits of explicit deflation against its computational cost and 'side effects", that is, the coefficient growth and the loss of sparsity. For example, consider explicit deflation of factors of degree $k$ of $p(x)=x^{3 k+1}+1$ for a large $k$. There is no such "side effects" for the factors of the form $(x-c)^{m}$, but they can appear in factorization of $(x-c)^{m}-\delta$. The 'side effects" steadily decrease as the degree $w$ of the factor decreases ${ }^{37} f(x)$ has at most $w+1$ non-zero coefficients, and if $f(x)$ is monic and has all its roots lying in the unit disc $D(0,1)$, then the norm $|f(x)|$ reaches its maximum $2^{w}$ for $f=(x-1)^{w}$.

Hence if $w$ is a small positive integer, then the "side effects" are minor or disappear, and we can safely deflate $f$ explicitly. In particular deflation tends to be efficient in the highly important case of real root-finding (see Sec. 21.6) because real roots tend to make up a small fraction of all $d$ complex roots.

In some cases we can avoid or mitigate the "side effects" by means of avoiding or delaying deflation.

Example 21.1. Let $p=\prod_{j=1}^{d}\left(x-1+2^{-j}\right)$ for a large integer $d$. In this case isolation of the root $1-2^{-j}$ weakens as $j$ increases. Subdivision would recursively approximate the roots $1-2^{-j}$ for $j=1,2, \ldots$, but should we deflate the factors $x-1+2^{-j}$ and continue computations with the factors $g_{k}(x)=\prod_{j=k}^{d}\left(x-1+2^{-j}\right)$ of degree $d-k$ for $k=2,3, \ldots$ ? Approximation of such a factor of $p$ for $2 k \geq d$ involves at least $\frac{b}{2} d^{2}$ bits and at least $\frac{b}{8} d^{2}$ Boolean operations. Indeed, the root set of $p_{i}$ consists of at least $0.5 d$ roots, and we must operate with them with a precision of at least $\frac{b}{4} d$ bits (see Cor. 1.1). Hence approximation of these factors for $i=1, \ldots, d-1$ involves at least $\frac{b}{8} d^{3}$ bits and at least $\frac{b}{16} d^{3}$ Boolean operations. We can decrease this cubic lower bound to quadratic level if we skip explicit deflation at the $k$ th step unless $\frac{\operatorname{deg}\left(g_{k}\right)}{\operatorname{deg}\left(g_{k+1}\right)} \geq \nu$ for a fixed $\nu b>1$, e.g., $\nu=2$. Under such a degree bound we apply deflation not more than $\left\lceil\log _{\nu}(d)\right\rceil$ times.

Remark 21.1. We can yield the benefits of contracting root set and avoid the "side effects" of explicit deflation in implicit deflation, that, is application of a selected root-finder to the wild factor $f(x)$ available only implicitly. Assume that close approximations $z_{1}, \ldots, z_{t}$ to tame roots $x_{1}, \ldots, x_{t}$ are available such that we can identify $x_{j}$ with $z_{j}$ and $t(x)$ with $\prod_{j=1}^{d-w}\left(x-z_{j}\right)$. Then equations

$$
\begin{align*}
f(x) & =p(x) / t(x)  \tag{21.1}\\
\mathrm{NR}_{f}(x)=\frac{f^{\prime}(x)}{f(x)} & =\mathrm{NR}_{p}(x)-\sum_{j=1}^{d-w} \frac{1}{x-x_{j}} \tag{21.2}
\end{align*}
$$

enable us to evaluate $f(x)$ and $\operatorname{NR}_{f}(x)=\frac{f^{\prime}(x)}{f(x)}$ without explicit deflation. Moreover, we can accelerate simultaneous numerical approximation of the sum $\sum_{j=1}^{d-w} \frac{1}{x-x_{j}}$ at many points $x$ by applying FMM.

[^26]
### 21.3 Cauchy-Delves-Lyness-Schönhage deflation of a wild factor

Algorithm 21.1. A wild factor via the power sums of the roots 30$]$
Given $w+1$ leading coefficients of a polynomial $p$ of (1.1) and its tame roots $x_{w+1}, \ldots, x_{d}$, first successively compute the power sums
(i) $s_{h}=\sum_{j=1}^{d} x_{j}^{h}$ of $p$ of all d roots of $p$,
(ii) all $s_{h, \text { tame }}=\sum_{j=w+1}^{d} x_{j}^{h}$ of its $d-w$ tame roots, and
(iii) $s_{\text {wild }}=s_{h}-s_{h, \text { tame }}$ of its wild roots.

In all cases (i)-(iii) do this for $h=1, \ldots, w$. Then
(iv) compute the wild factor $f(x)=\prod_{j=1}^{w}\left(x-x_{j}\right)$ by applying Alg. 21.3, that is, by using Newton's identities (3.15).

Stages (i), (ii), (iii), and (iv) involve $O(w \log (w)), O(w d), w$, and $O\left(w^{2}\right)$ arithmetic operations, respectively. The overall arithmetic complexity is dominated by order of $w d$ operations at stage (ii).

Remark 21.2. We would bound the output errors by $\epsilon>0$ if we perform the computations with the precision of order $\log (1 / \epsilon)$ ), except that in subtractions at stage (iii) we would lose about

$$
\begin{equation*}
b_{\mathrm{loss}}=\log _{2}\left(\left|\frac{\sum_{j=1}^{d} x_{j}^{h}}{\sum_{j=1}^{w} x_{j}^{h}}\right|\right) \tag{21.3}
\end{equation*}
$$

bits of precision. For the worst case input all wild roots have much smaller magnitude than some tame roots, and so generally the value $b_{\text {loss }}$ is unbounded a priori, and so are the output errors of Alg. 21.1, under any fixed bound on working precision, although a posteriori precision bounds are readily available. Furthermore, we can verify correctness of deflation at a low cost in the case where $w$ is small, by means of root-finding for $f(x)$ (cf. Alg. 21.5), which runs at a low cost where $\operatorname{deg}(f)$ is small. For many inputs the value $b_{\text {loss }}$ is reasonably well bounded; in particular no numerical problems have been reported in numerical tests in [126], based on Newton's identities at both stages (i) and (iv).

Remark 21.3. Stage (i) involves the coefficients of $p$, but we can modify it by approximating the power sums of the roots of $p$ within $\epsilon>0$ by Cauchy sums at the cost of the evaluation of the ratio $p^{\prime} / p$ at $O(w \log (1 / \epsilon))$ points. This would dominate the overall arithmetic complexity of the resulting algorithm, said to be Alg. 21.1a and handling a black box input polynomial $p(x)$.

Remark 21.4. At stage (iv) Alg. 21.3 runs at a dominated arithmetic cost and has very strong numerical stability. We can decrease this cost bound significantly if instead we apply Alg. 21.4, less stable numerically.

### 21.4 Deflation of a wild factor by means of evaluation and interpolation

Algorithm 21.2. Deflation of a wild factor by means of evaluation and interpolation.
Fix $K$ distinct complex points $\zeta_{0}, \zeta_{1}, \ldots, \zeta_{K-1}$ for $w<K \leq 2 w$, not being tame roots or lying close to them, write $t(x):=\prod_{g=w+1}^{d}\left(x-x_{g}\right)$ and $f(x):=\frac{p(x)}{t(x)}$, and compute
(i) $p\left(\zeta_{j}\right)$ for $j=0, \ldots, K-1$,

[^27](ii) $f\left(\zeta_{j}\right)=\frac{p\left(\zeta_{j}\right)}{t\left(\zeta_{j}\right)} j=0, \ldots, K-1$, and
(iii) the coefficients of the polynomial $f(x)$.

The computation is reduced to evaluation of $p(x)$ at $K \leq 2 w$ points at stage (i), which dominates overall complexity, $(d-w) K$ subtractions and as many divisions at stage (ii), and interpolation to the degree $w$ polynomial $f(x)$ at stage (iii).

We can scale the variable $x$ by a fixed or random $a \in C(0,1)$, avoiding coefficient growth and division by 0 at stage (ii) with probability 1 , then write

$$
\begin{equation*}
\zeta_{j}:=a \zeta^{j}, \text { for } j=0,1, \ldots, K-1, \tag{21.4}
\end{equation*}
$$

for $\zeta:=\exp \left(\frac{2 \pi \mathrm{i}}{K}\right)$ of (1.3), and perform stage (iii) by applying inverse DFT at the $K$ th roots of unity to $f(a x)$, which amounts to multiplication by unitary matrix (up to scaling by a constant) and is numerically stable. In this case the computations involve $O(K \log (K))$ arithmetic operations at stage (iii).

For a polynomial $p(x)$ given in monomial basis, stage (i) is reduced to numerically stable DFT applied to the polynomial $p(a x)$ and involves $O(K \log (K))$ arithmetic operations; in this case the overall arithmetic complexity is dominated by $2(d-w) K=O(w d)$ operations at stage (ii).

Alg. 21.2 has no problem of numerical stability, unlike Algs. 21.1 and 21.11.

### 21.5 Deflation of a factor over an isolated disc

Given an isolated disc on the complex plane, we can deflate a factor $f$ of $p$ where $f$ and $p$ share the root set in that disc as follows.

First approximate the power sums $s_{h}$ of all $w$ roots of $f$ by Cauchy sums $s_{h, q}$ for $h=1,2, \ldots, w=$ $\operatorname{deg}(f)$. Ensure an error bound $\epsilon>0$ by computing the Cauchy sums within complexity bound at the cost dominated by the cost of the evaluation of the ratio $p^{\prime} / p$ at $O(w \log (1 / \epsilon))$ points.

Then approximate the coefficients of $f$ within the error bound $O(\epsilon)$ by means of the following algorithm, which has strong numerical stability and can be also incorporated into Alg. 21.1, at its stage (iv).

Algorithm 21.3. The coefficients from the power sums via Newton's identities.
Given the power sums $s_{1}, \ldots, s_{k}$ of the roots of a monic polynomial $f(x)=x^{w}+\sum_{i=0}^{w-1} f_{i} x^{i}$, for $k \leq w=\operatorname{deg}(f)$, recursively compute its $k$ leading coefficients as the $k$ trailing coefficients of the reverse polynomial

$$
f_{\mathrm{rev}}(x)=x^{w} f\left(\frac{1}{x}\right)=1+\sum_{i=1}^{w} f_{w-i} x^{i}
$$

by solving the linear system of $k$ Newton's identities (3.15), that is,
$f_{w-1}+s_{1, f}=0$,
$s_{1, f} f_{w-1}+2 f_{w-2}+s_{2, f}=0$,
$s_{2, f} f_{w-1}+s_{1, f} f_{w-2}+3 f_{w-3}+s_{3, f}=0$,

We can solve such a triangular linear system of $k$ equations in $k^{2}$ arithmetic operations by means of substitution. Furthermore, we can ensure numerical stability of these computations if we make
linear system diagonally dominant by moving all roots into the disc $D\left(0, \frac{1}{2 k}\right)$ by means of scaling the variable $x$.

Numerical stability of transition from power sums to coefficients with Newton's identities. The following theorem links the absolute values of the coefficients, the roots, and their power sums.

Theorem 21.1. Let

$$
f_{\mathrm{rev}}:=x^{w}+\sum_{i=1}^{w} f_{i} x^{w-i}=\prod_{i=1}^{w}\left(x-x_{j}\right)
$$

denote a polynomial whose all $w$ roots lie in the unit disc $D(0,1)$ and let $s_{0}, s_{1}, \ldots, s_{w}$ denote the power sums of these roots.
(i) If $\left|s_{h}\right| \leq \nu^{h}$ for $h=1, \ldots, w$ and $\nu \geq 0$, then $\left|f_{h}\right| \leq \nu^{h}$ for $h=1, \ldots, w$, while $\left|f_{1}\right| \leq \alpha$ and $\left|f_{h}\right|<\alpha$ for $h=2,3, \ldots, w$ if $\left|s_{h}\right| \leq \alpha<1$ for $h=1, \ldots, w$.
(ii) If $\left|f_{h}\right| \leq \nu^{h}$ for $h=1, \ldots, w$, then $\left|s_{h}\right| \leq(2 \nu)^{h}$ for $h=1, \ldots, w$.
(iii) The bounds $\nu\left|x_{j}\right|<1$ hold for $j=1, \ldots, w$ if and only if

$$
\begin{equation*}
\left|f_{h}\right| \leq\binom{ w}{h} \nu^{h} \text { for } h=1, \ldots, w \tag{21.5}
\end{equation*}
$$

Proof. Define $w$ Newton's identities (3.15) for $d=w$ and $w_{i}$ replacing $p_{i}$. They form two triangular linear systems expressing $f_{1}, \ldots, f_{w}$ via $s_{1}, \ldots, s_{w}$ and vice versa. Solve them by applying back substitution and deduce claims (i) and (ii). Claim (iii) follows because the $w$-multiple root $-1 /(2 \nu)$ of the polynomial $(1+2 \nu x)^{w}$ is absolutely smaller than every root of $f(x)$ under (21.5).

This theorem supports numerically stable implementation of stage (iii) of Alg. 21.2 .
We lose this benefit but decrease the arithmetic cost if at stage (iii) of Alg. 21.2 we replace Alg. 21.3 with the following algorithm of [120, Sec. 13]; it involves $2 k$ first power sums in order to output $k$ leading coefficients of $f(x)$ for $k \leq w$ and decreases the dominated arithmetic cost $O\left(n^{2}\right)$ of stage 3 to $O(n \log (n))$.

Algorithm 21.4. Recovery of a polynomial from the power sum of its roots by means of Newton's iterations.

Write $f_{\mathrm{rev}}(x):=1+g(x)=\prod_{j=1}^{w}\left(1-x x_{j}\right)$ and deduce that

$$
\begin{equation*}
(\ln (1+g(x)))^{\prime}=\frac{g^{\prime}(x)}{1+g(x)}=-\sum_{j=1}^{d_{f}} \frac{x_{j}}{1-x x_{j}}=-\sum_{j=1}^{h} s_{j} x^{j-1} \quad \bmod x^{h} \tag{21.6}
\end{equation*}
$$

for $h=1,2, \ldots, w+1$.
Write $g_{r}(x):=g(x) \bmod x^{r+1}$, observe that $g_{1}(x)=-s_{1} x$ and $g_{2}(x)=-s_{1} x+\left(s_{1}^{2}-s_{2}\right) x^{2}$, and express the polynomial $g_{2 r}(x)$ as follows:

$$
\begin{equation*}
1+g_{2 r}(x)=\left(1+g_{r}(x)\right)\left(1+h_{r}(x)\right) \quad \bmod x^{2 r+1} \tag{21.7}
\end{equation*}
$$

for an unknown polynomial

$$
\begin{equation*}
h_{r}(x)=h_{r+1} x^{r+1}+\cdots+h_{2 r} x^{2 r} \tag{21.8}
\end{equation*}
$$

[^28]Equation (21.7) implies that

$$
\frac{h_{r}^{\prime}(x)}{1+h_{r}^{\prime}(x)}=h_{r}^{\prime}(x) \quad \bmod x^{2 r+1} .
$$

Hence

$$
\ln \left(1+g_{2 r}(x)\right)^{\prime}=\frac{g_{2 r}^{\prime}(x)}{1+g_{2 r}(x)}=\frac{g_{r}^{\prime}(x)}{1+g_{r}(x)}+\frac{h_{r}^{\prime}(x)}{1+h_{r}(x)} \quad \bmod x^{2 r}
$$

Combine these identities with equation (21.6) for $w=2 r+1$ and obtain

$$
\begin{equation*}
\frac{g_{r}^{\prime}(x)}{1+g_{r}(x)}+h_{r}^{\prime}(x)=-\sum_{j=1}^{2 r} s_{j} x^{j-1} \quad \bmod x^{2 r} \tag{21.9}
\end{equation*}
$$

Having the power sums $s_{1}, \ldots, s_{2 d_{f}}$ and the coefficients of the polynomials $g_{1}(x)$ and $g_{2}(x)$ available, recursively compute the coefficients of the polynomials $g_{4}(x), g_{8}(x), g_{16}(x), \ldots$ by using identities (21.7) - (21.9).

Namely, having the polynomial $g_{r}(x)$ available, compute the polynomial $\frac{1}{1+g_{r}(x)} \bmod x^{2 r}$ and its product with $g_{r}^{\prime}(x)$. Then obtain the polynomials $h_{r}^{\prime}(x)$ from (21.9), $h_{r}(x)$ from (21.8), and $g_{2 r}(x)$ from (21.7).

Notice that $\frac{1}{1+g_{r}(x)} \bmod x^{r}=\frac{1}{1+g(x)} \bmod x^{r}$ for all $r$ and reuse the above polynomials for computing the polynomial $\frac{1}{1+g_{r}(x)} \bmod x^{2 r}$. Its coefficients approximate the coefficients $f_{1}, \ldots, f_{k}$ of $f(x)$ and its reverse polynomial, and we can stop at any positive $k$ not exceeding $w-1$.

The algorithm performs $\left\lceil\log _{2}(k)\right\rceil$ iterations; the $i$ th iteration amounts to performing single polynomial division modulo $x^{2^{i}}$ and single polynomial multiplication modulo $x^{2^{i}}, i=1,2, \ldots,\left\lceil\log _{2}(k\rceil+\right.$ 1 , at the overall arithmetic cost in $O(k \log (k))$, and so performing $O(w \log (w))$ arithmetic operations is sufficient in order to approximate all coefficients of the reverse polynomial $f_{\text {rev }}(x)$, which it shares with $f(x)$. See the estimates for working precision and Boolean complexity of this algorithm in [120, Lemma 13.1].

### 21.6 Correctness verification of deflation by means of root-finding

Algorithm 21.5. Correctness verification by means of root-finding.
Closely approximate all $d_{f}$ roots of the polynomial $f$ and estimate the smallest root radius centered at each of these approximation points. See Sec. 15 and some relevant error and precision estimates in Part I of the Appendix.

### 21.7 Laser Deflation

Suppose that a small and $\frac{1}{\rho}$-isolated disc $D(c, \rho)$ for a small positive $\rho$ covers a cluster of $m$ roots of $p$ and write

$$
\begin{equation*}
\tilde{f}:=p(x) \quad \bmod (x-c)^{w+1} . \tag{21.10}
\end{equation*}
$$

Clearly $\tilde{f}$ converges to a factor of $p$ with its root set converging to this cluster as $\rho \rightarrow 0$, and Kobel et al [62, Sec. 3.2] propose to compute the polynomial $\tilde{f}$ by means of shifting the variable $x \rightarrow x-c$. We call the computation of $\tilde{f}$ Laser deflation because, unlike all other deflation algorithms of this section, it is only defined under the assumption that a very close approximation $c$ to the cluster is given. The algorithm involves the coefficients of $p(x)$, but we extend it below to a black box polynomial; it is not clear, however, if it has any advantages versus the algorithms of Sec. 21.5, although in [62, Sec. 3.2] Kobel et al report empirical success of Laser deflation in the case where a
fixed small segment of the real axis contains a small number of roots and is very strongly isolated from the external roots.

## (i) Laser deflation for a black box polynomial.

Reduction to convolution enables us to deduce the following result (cf. [89, Sec. 2.5]), whose supporting algorithm is numerically unstable for $d>50$.

Theorem 21.2. Given the coefficients of a polynomial $p(x)$ of (1.1) and a number $c$ one can compute the coefficients of the polynomial $s(x)=p(x-c)$ by applying $O(d \log (d))$ arithmetic operations.

We can avoid numerical problems and approximate the trailing coefficients of a black box polynomial $p$ by divided differences.

Algorithm 21.6. Fix a small positive $\epsilon$, compute $\tilde{p}_{0}:=p_{0}=p(0)$, recursively compute approximations $\tilde{p}_{k} \approx p_{k}=\frac{1}{\epsilon^{k}}\left(p(\epsilon)-\sum_{i=0}^{k-1} \tilde{p}_{i} \epsilon^{i}\right)$ for $k=1,2, \ldots, w$, and observe that $\tilde{p}_{k} \rightarrow p_{k}$ as $\epsilon \rightarrow 0$.

Correctness of the algorithm follows from the link of the coefficients $p_{1}, \ldots, p_{d}$ of $p$ to the values of the derivative and the higher order derivatives at the origin:

$$
\begin{equation*}
p_{k}=k!p^{(k)}(0), k=0,1, \ldots, d . \tag{21.11}
\end{equation*}
$$

The algorithm evaluates $p(x)$ at $w+1$ points and also involves $4 w-3$ additional arithmetic operations, $2 w$ of them for the computation of the values $\epsilon^{k} p_{k}$ for $k=1, \ldots, w$ by means of Horner's algorithm.

All this can be readily extended to the computation of the $w$ trailing coefficients of the polynomial $s(x)=p(x-c)$, and we can determine the integer $w$ (if it is unknown) as the minimal order of the derivative of $p$ that neither vanishes nor nearly vanishes at $c$ implying similar property for the approximations by divided differences.

## (ii) Some hard inputs.

Next we prove that the roots of $\tilde{f}$ can greatly deviate from the cluster of the roots unless the disc $D(c, 1)$ is isolated exponential in $d-w$.

Assume that $c=0$. If furthermore, $f=x^{w}$, so that $x_{1}=\cdots=x_{w}=0$ is a $w$-multiple root, then the approximation of $f$ by $\tilde{f}$ has no error, but let

$$
\begin{equation*}
p:=f g \text { for } f=(x+\rho)^{w}, g=1+x+x^{2}+\cdots+x^{d-w} \text { for } \rho \leq 1 . \tag{21.12}
\end{equation*}
$$

In this case polynomial $p$ has a $w$-multiple root $\rho$ and $d-w$ simple roots $\zeta_{d-w+1}^{j}, j=1,2, \ldots, d-w$, being the $(d-w+1)$ st roots of unity except for the point 1 . Deduce from (21.10) and (21.12) that

$$
\begin{gather*}
p_{w}=1,|p|=|f||g|=(1+\rho)^{w}(d-w+1),  \tag{21.13}\\
\tilde{f}-f=\sum_{k=1}^{w} \sum_{i=0}^{w-k}\binom{w}{i} \rho^{w-i} x^{i+k}
\end{gather*}
$$

Therefore

$$
\begin{equation*}
|\tilde{f}-f| \geq \sum_{i=0}^{w-1}\binom{w}{i} \rho^{w-i}=(1+\rho)^{w}-1 \geq w \rho \tag{21.14}
\end{equation*}
$$

Now suppose that we seek approximation of the roots $x_{j}$ for $j>w$ within an error bound $2^{-b}$ for $b \geq 1$, say. Then we must approximate $g$ and consequently $f$ within error norm about $2^{-(d-w) b}|p|$ (see Observation 1.2).

In view of (21.13) and (21.14) this would require that

$$
\rho w \leq(1+\rho)^{w}-1 \leq 2^{-(d-w) b}(1+\rho)^{w}(d-w+1) .
$$

Recall that $\rho \leq 1 \leq b$, and hence, as we claimed,

$$
\rho \leq \frac{(1+\rho)^{w}(d-w+1)}{w 2^{(d-w) b}} \leq \frac{d-w+1}{w} 2^{2 w-d} .
$$

## PART V: FUNCTIONAL ITERATIONS AND FACTORIZATION

In Secs. 22 and 23 we outline some new research directions, explain their promise, and provide initial motivation, but leave their detailed analysis and formal and experimental support as a challenge.

In Sec. 22 we recall and strengthen three functional iterations, namely, Newton's, Weierstrass's, or Ehrlich's. Given $d$ reasonably close approximations to the $d$ roots, they refine them with at least quadratic convergence rate, but empirically they also very fast converge to the roots globally - right from the start, under proper customary initialization.

In Sec. 23 we recall Kirrinnis's algorithm of 60]. It refines with quadratic convergence rate a reasonably accurate numerical factorization of a polynomial (see footnote ${ }^{2}$ on some important applications of the factorization).

Such a refinement of the factorization can be also achieved by means of root-refining, followed by transition to factorization, but this way generally requires a higher precision of computations (recall Observation 1.2).

At the end of the section we extend our numerical factorization of a polynomial to its multipoint evaluation.

## 22 Newton's, Weierstrass's, and Ehrlich's iterations

### 22.1 Contents

In the next subsection we comment on convergence of the three listed iterative root-finders and on their stopping criterion. In Sec. 22.3 we discuss the policy of doubling precision, the resulting dynamic partition of the roots into tame and wild, and the deflation of a wild factor. In Sec. 22.4 we accelerate these iterations by incorporating FMM. In Secs. 22.5-22.7 we cover their initialization. In Sec. 22.5 we approximate the $d$ root radii, which defines $d$ narrow annuli whose union contains all $d$ roots, which has also significant independent importance. In Sections 22.6 and 22.7 we further narrow root search to the intersection of a small number of such unions.

### 22.2 Definition, convergence and stopping

1. Definition. Consider Newton's, Weierstrass's (aka Durand-Kerner's), and Ehrlich's (aka Aberth's) iterations [63, 50, 116, 128, 133, 28, 59, 34, 3, 21):

$$
\begin{equation*}
z \leftarrow z-N(z), z_{j} \leftarrow z_{j}-W\left(z_{j}\right), z_{j} \leftarrow z_{j}-E_{j}\left(z_{j}\right), j=1, \ldots, d, \text { where } \tag{22.1}
\end{equation*}
$$

$$
\begin{equation*}
N(x)=W(x)=E_{j}(x)=0 \text { for all } j \text { if } p(x)=0 \tag{22.2}
\end{equation*}
$$

and otherwise

$$
\begin{equation*}
N(z):=\frac{p(z)}{p^{\prime}(z)}, W(x):=\frac{p(x)}{l^{\prime}(x)}, \frac{1}{E_{j}(x)}:=\frac{1}{N(x)}-\sum_{i=1, i \neq j}^{d} \frac{1}{x-z_{i}} \tag{22.3}
\end{equation*}
$$

for $l(x):=\prod_{j=1}^{d}\left(x-z_{j}\right)$.
Newton's iterations can be initiated at a single point $z$ or at many points and can approximate a single root, many or all $d$ roots at the cost decreasing as the number of roots decreases [63, 50 , 116, 128.

In contrast, Weierstrass's and Ehrlich's iterations begin at $d$ points for a $d$ th degree polynomial and approximate a subset of its $d$ roots about as fast and almost as slow as they approximate all its $d$ roots.
2. Convergence. Near the roots Newton's and Weierstrass's iterations converge with quadratic rate, Ehrlich's iterations with cubic rate [130], but empirically all of them consistently converge very fast globally, right from the start, assuming a proper initialization, which involves the coefficients (see [14, 21], and our Sec. 22.5) , 40 Because of their excellent empirical global convergence, the iterations are currently at least competitive with, if not superior to, subdivision iterations according to user's choice. This, however, is conditioned to proper initialization, which can be ensured at a low cost for polynomials given with coefficients - in monomial basis, but extension to a black box polynomial remains a challenge.
3. Stopping. For a stopping criterion one can first verify readily whether the residuals, that is, the differences between the current and previous approximations are within a fixed tolerance, and if so, then one can estimate whether the output errors of the computed approximations $z_{j}$ to the roots, that is, the smallest root radii $r_{d}\left(z_{j}, p\right)$, are within a fixed tolerance value.

### 22.3 Doubling precision and the deflation of a wild factor

Computational (working) precision sufficient in order to control the relative error of an output approximation to a root can be defined by root's condition number (see the relevant discussion in [14, 21]). This number is not readily available, however, and instead one can recursively double precision of computing, until a fixed output accuracy is verified: first apply a fixed root-finding iterations with the IEEE double precision of 53 bits and then recursively double it as long as this is feasible and enables more accurate approximation of the roots, stopping where the required output accuracy is ensured.

This policy for root-finding can be traced back to [14], where it was proposed for MPSolve. It turned out to be highly efficient and was adopted in [38] for Eigensolve, in [21] for the next version of MPSolve, and in [116, 128] for approximation of all roots by means of Newton's iterations.

According to recipe (22.2) the computed approximation $z$ is only updated until $p(z)=0$ or, in numerical implementation, until the roots become tame, for a fixed stopping criterion. In the latter case, one should restrict updating to the wild roots (cf. Sec. 21.2) and should deflate the wild factor, if it has small degree. When a root is tamed the minimal working precision is exceeded by less than a factor of 2 . Recall from [120] and [122, Thm. 2.7] that working precision does not need to exceed the output precision $b^{\prime}$ by more than a factor of $d$, and so at most $O\left(\log \left(d b^{\prime}\right)\right)$ steps of doubling precision are sufficient.

[^29]For every working precision the $d$ roots of $p(x)$ are partitioned into $d-w$ tame and $w$ wild roots, as above, and then one can apply the techniques of Secs. $21.2,21.5$ for explicit or implicit deflation.

At some point practical limitation on the computational precision may allow no further progress in the approximation of the wild roots of a polynomial of a very high degree. Typically, at this moment the number of the wild roots, that is, the degree of a wild factor, is relatively small for Ehrlich's and Newton's iterations [11, 128, 41 and then explicit deflation of the wild factor can be a natural way out. Otherwise implicit deflation should be applied.

### 22.4 Acceleration with Fast Multipole Method (FMM)

Given $3 d$ complex values $w_{j}, x_{i}, z_{j}$ such that $x_{i} \neq z_{j}$ for all $i, j=1, \ldots, d$, Fast Multipole Method (FMM) by Greengard and Rokhlin [44] and by Carrier, Greengard, and Rokhlin [26] computes the sums $\sum_{j=1}^{d} \frac{w_{j}}{x_{i}-z_{j}}$ as well as $\sum_{j=1, j \neq i}^{d} \frac{w_{j}}{z_{i}-z_{j}}$ for all $i$ by using $O(d b)$ arithmetic operations, with the precision of order $b$, versus $2 d^{2}$ arithmetic operations in the straightforward algorithm. The paper [107] proposes and extensively tests its acceleration to Superfast Multipole Method. The papers [92, 94] list the recent bibliography on FMM and related computations with Hierarchical Semiseparable (HSS) matrices. Relevant software libraries developed at the Max Planck Institute for Mathematics in the Sciences can be found in HLib,

The acceleration based on FMM is practically valuable in spite of the limitation of the working and output precision to the order of $\log (d)$ and the resulting limitation on the decrease of the Boolean computational complexity.

Next we incorporate FMM into Newton's, Weierstrass's, and Ehrlich's iterations. First relate the roots of a polynomial $p(x)$ to the eigenvalues of a diagonal-plus-rank-one matrix

$$
A=D+\mathbf{v e}^{T} \text { for } D=\operatorname{diag}\left(z_{j}\right)_{j=1}^{d}, \quad \mathbf{e}=(1)_{j=1}^{d}, \quad \mathbf{w}=\left(w_{j}\right)_{j=1}^{d}, w_{j}=W\left(z_{j}\right)
$$

$W(x)$ of (22.3) and all $j$ (cf. [15]). Let $I_{d}$ denote the $d \times d$ identity matrix, apply the Sherman-Morrison-Woodbury formula, and obtain

$$
x I_{d}-A=\left(x I_{d}-D\right)\left(I_{d}-\left(x I_{d}-D\right)^{-1} \mathbf{w} \mathbf{e}^{T}\right)
$$

Hence

$$
\begin{equation*}
\frac{1}{p_{d}} p(x)=\operatorname{det}\left(x I_{d}-A\right)=-\sum_{i=1}^{d} w_{i} \prod_{j \neq i}\left(x-z_{j}\right)+\prod_{j=1}^{d}\left(x-z_{j}\right) \tag{22.4}
\end{equation*}
$$

Indeed, the monic polynomials of degree $d$ on both sides have the same values for $x=z_{j}, j=1, \ldots, d$ $(c f .[15])), 42$ Equations (22.4) imply that

$$
p\left(z_{i}\right)=-w_{i} \prod_{j \neq i}\left(z_{i}-z_{j}\right), p^{\prime}\left(z_{i}\right)=\prod_{j \neq i}\left(z_{i}-z_{j}\right)\left(1-\sum_{j \neq i} \frac{w_{i}+w_{j}}{z_{i}-z_{j}}\right)
$$

and therefore

$$
\begin{equation*}
\frac{w_{i}}{N\left(z_{i}\right)}=\sum_{j \neq i} \frac{w_{i}+w_{j}}{z_{i}-z_{j}}-1 \tag{22.5}
\end{equation*}
$$

Hence, given the $2 d$ values of $z_{j}$ and $w_{j}=W\left(z_{j}\right)$ for all $j$, one can fast approximate $N\left(z_{j}\right)$ and consequently $E_{j}\left(z_{j}\right)$ for all $j$ (cf. (22.3)) by applying FMM.

[^30]Every iteration but the first one begins with some values $z_{j}, w_{j}$, and updated values $z_{j}^{(\text {new })}$ of (22.1), for $j=1, \ldots, d$, and outputs updated values $w_{j}^{(\text {new })}=W\left(z_{j}^{(\text {new })}\right)$ for all $j$. Then equations (22.3) and (22.5) define $N\left(z_{j}^{(\text {new })}\right)$ and $E_{j}\left(z_{j}^{(\text {new })}\right)$ for all $j$. To update the values $w_{j}$, apply [21, equation (17)]:

$$
w_{i}^{\text {new }}=\left(z_{i}^{\text {new }}-z_{i}\right) \prod_{j \neq i} \frac{z_{i}^{\text {new }}-z_{j}}{z_{i}^{\text {new }}-z_{j}^{\text {new }}}\left(\sum_{k=1}^{d} \frac{w_{k}}{z_{i}^{\text {new }}-z_{k}}-1\right), i=1, \ldots, d .
$$

In the case where $z_{i}^{\text {new }}=z_{i}$ if and only if $i>k$ this updating is still used for $i=1, \ldots, k$ but is simplified to

$$
w_{i}^{\text {new }}=w_{i} \prod_{j=1}^{k} \frac{z_{i}-z_{j}}{z_{i}^{\text {new }}-z_{j}} \text { for } i=k+1, \ldots, d .
$$

Now fast compute the values $\sum_{k=1}^{d} \frac{w_{k}}{z_{i}^{\text {new }}-z_{k}}$ for all $i$ by applying FMM.
Also compute the values

$$
R_{i}=\left(z_{i}^{\text {new }}-z_{i}\right) \prod_{j \neq i} \frac{z_{i}^{\text {new }}-z_{j}}{z_{i}^{\text {new }}-z_{j}^{\text {new }}}
$$

fast in two ways.
(i) Use the following customary trick (see [29, Remark 3]): approximate the values $\ln \left(R_{i}\right)$ for $i=1, \ldots, d$ fast by applying FMM and then readily approximate $R_{i}=\exp \left(\ln \left(R_{i}\right)\right)$ for all $i$. [29] proves numerical stability of the reduction to FMM of a similar albeit a little more involved rational expressions.
(ii) Observe that

$$
\ln \left(\frac{R_{i}}{z_{i}^{\text {new }}-z_{j}}\right)=\sum_{j \neq i} \ln \left(1-\frac{z_{j}^{\text {new }}-z_{j}}{z_{i}^{\text {new }}-z_{j}^{\text {new }}}\right) \text { for } i=1, \ldots, d
$$

and that

$$
\ln \left(1-\frac{z_{j}^{\text {new }}-z_{j}}{z_{i}^{\text {new }}-z_{j}^{\text {new }}}\right) \approx \frac{z_{j}-z_{j}^{\text {new }}}{z_{i}^{\text {new }}-z_{j}^{\text {new }}} \text { if }\left|z_{j}^{\text {new }}-z_{j}\right| \ll\left|z_{i}^{\text {new }}-z_{j}^{\text {new }}\right| .
$$

Let the latter bound hold for $j \in \mathbb{J}_{i}$ and let $\mathbb{J}_{i}^{\prime}$ denote the set of the remaining indices $j \neq i$. Then

$$
R_{i} \approx \exp \left(\sigma_{i}\right) \prod_{j \in \mathbb{J}_{i}^{\prime}}\left(1-\frac{z_{j}^{\text {new }}-z_{j}}{z_{i}^{\text {new }}-z_{j}^{\text {new }}}\right), \sigma_{i}=\sum_{j \in \mathbb{J}_{i}} \frac{z_{j}-z_{j}^{\text {new }}}{z_{i}^{\text {new }}-z_{j}^{\text {new }}}, i=1, \ldots, d .
$$

By applying FMM fast approximate $\sigma_{i}$ for all $i$ and compute the values $\prod_{j \in \mathbb{J}^{\prime}} \frac{z_{i}^{\mathrm{new}}-z_{j}}{z_{i}^{\text {nw }}-z_{j}^{\text {new }}}$ for all $i$ in at most $4 \sum_{i=1}^{d}\left|\mathbb{J}_{i}^{\prime}\right|-d$ arithmetic operations for $\left|\mathbb{J}_{i}^{\prime}\right|$ denoting the cardinality of the set $\mathbb{J}_{i}^{\prime}$. Compare the latter cost bound with order of $d^{2}$ arithmetic operations in the straightforward algorithm.

Clearly the above updating computation is simpler and more stable numerically for $W\left(z_{j}\right)$ versus $N\left(z_{j}\right)$ and even more so versus $E_{j}\left(z_{j}\right)$, for $j=1, \ldots, d$.

Let us comment on the changes where one incorporates FMM into Newton's, Weierstrass's, and Ehrlich's iterations implicitly applied to the wild factor $f(x)$ of $p(x)$ (see Remark 21.1). The same expression (21.2) defines Ehrlich's iterations for both $f(x)$ and $p(x)$ by virtue of Thm. 10.1. Newton's iterations to a wild factor one additionally subtract the sum $\sum_{j=1}^{d-w} \frac{1}{x-x_{j}}$ (cf. (21.2)) and can apply FMM to accelerate numerical computation of this sum. To apply Weierstrass's iterations to a wild factor one performs additional division by $t(x)$ (cf. (21.1)) and decreases the degree of the divisor $l^{\prime}(x)$ from $d-1$ to $w-1$.

## $22.5 d$ root radii and initialization

The algorithms of [63, 50, 128] approximate all $d$ roots of a polynomial $p$ by applying Newton's iterations at $f(d)$ equally spaced points on a large circle containing inside all $d$ roots for $f(d)$ of order at least $d \log (d)$. Bounds (10.12) immediately define such a circle for a polynomial given by its coefficients.

MPSolve further elaborates upon initialization. It first applies Bini's heuristic recipe of [10], reused in [14, 21], for the approximation of the $d$ root radii by involving all coefficients of $p$. Given such approximations MPSolve defines $k$ concentric annuli $A\left(c, \rho_{i}, \rho_{i}^{\prime}\right)$ and $k$ integers $m_{i}$ such that $\#\left(A\left(c, \rho_{i}, \rho_{i}^{\prime}\right)\right)=m_{i}$ for $i=1, \ldots, k, k \leq d$, and $\sum_{i=1}^{k} m_{i}=d$. MPSolve initializes Ehrlich's iterations at $d$ points $z_{j}, j=1,2, \ldots, d$, exactly $m_{i}$ of them being equally spaced on the circle $C\left(c,\left(\rho_{i}+\rho_{i}^{\prime}\right) / 2\right)$. This heuristic initialization recipe turns out to be highly efficient, and one is challenged to test whether it can also help accelerate convergence of Newton's iterations.

The algorithm supporting the next theorem also approximates the $d$ root radii but is certified, deterministic, and faster than Bini's. It was first outlined and briefly analyzed in [120] for fast approximation of a single root radius and then extended in [79, Sec. 4] (cf. also [80, Sec. 5]) to approximation of all root radii of a polynomial. As in [10, 14, 21] it uses all $d$ coefficients of $p$. A variation of this algorithm in [53] supports the following theorem.

Theorem 22.1. [53, Prop. 3]. Given the coefficients of a polynomial $p=p(x)$, one can approximate all the $d$ root radii $\left|x_{1}\right|, \ldots,\left|x_{d}\right|$ within the relative error bound $4 d$ at a Boolean cost in $O\left(d \log \left(\|p\|_{\infty}\right)\right)$.
[53] extends the supporting algorithm to approximation of all root radii within a positive relative error bound $\Delta$ by performing $\left\lceil\log _{2} \log _{1+\Delta}(2 d)\right\rceil$ DLG root-squaring iterations (10.9).

Combine Thm. 22.1 with estimates for the Boolean cost of performing these iterations implicit in the proof of [120, Cor. 14.3] and obtain

Corollary 22.1. Given the coefficients of a polynomial $p=p(x)$ and a positive $\Delta$, one can approximate all the $d$ root radii $\left|x_{1}\right|, \ldots,\left|x_{d}\right|$ within a relative error bound $\Delta$ in $\frac{1}{d^{O(1)}}$ at a Boolean cost in $O\left(d \log \left(\|p\|_{\infty}\right)+d^{2} \log ^{2}(d)\right)$.

The algorithm supporting the corollary and said to be Alg. 22.1a computes at a low cost $d$ suspect annuli $A\left(0, r_{j,-}, r_{j,+}\right)$ for $j=1, \ldots, d$ (some of them may pairwise overlap), whose union $\mathbb{U}$ contains all $d$ roots.

We conclude this subsection with a list of some benefits of the approximation of the $d$ root radii.
(i) In a subdivision step one can skip testing exclusion and discard a square unless it intersects $\mathbb{U}$.
(ii) The search for real roots can be narrowed to the intersection $\mathbb{I}$ of $\mathbb{U}$ with the real axis (see Fig. 10). [112] has tested a simple real root-finder that approximates the roots in $\mathbb{I}$. According to these tests the algorithm is highly efficient for the approximation of all isolated real roots. Clearly, the well-developed root-finding techniques, e.g., ones using derivatives and higher order derivatives (see 90, 57], and the references therein) can further strengthen these algorithms. By complementing the root radii approach with some advanced novel techniques (see more in Remark (22.2), the paper [53] has noticeably accelerated the real root-finder [62], currently of user's choice.
(iii) Initialization based on Alg. 22.12 should improve global convergence of Ehrlich's, Weierstrass's, and other functional iterations for root-finding as well as of Kirrinnis's factorization algorithm of [60], revisited in the next section. In particular Ehrlich's iterations of MPSolve are


Figure 9: Two approximate root radii define two narrow suspect annuli and four suspect segments of the real axis.
celebrated for their very fast global empirical convergence (right from the start), but it has only been observed with such initialization; moreover, they diverge without it in an example of [115].
(iv) One can readily compute the power sums of the roots lying in any computed annulus isolated from the external roots. By applying the algorithms of Sec. 21.5 to such an annulus that contains a small number of roots, one can compute a low degree factor of $p$ that shares with $p$ the small root set in this annulus; then one can closely approximate these roots at a lower cost. Finally, one can approximate the remaining wild roots by applying the recipes of Sec. 21.2 for explicit or implicit deflation.

### 22.6 Root-finding in the intersection of the unions of $d$ narrow annuli

Overview and some remarks. Fix an integer $k>1$ and by applying Alg. 22.1a compute the $d$ root radii for the polynomials $t_{j}(x)=p\left(x-c_{j}\right)$ for $k$ distinct complex numbers $c_{j}, j=1, \ldots, k$. This defines $k$ unions $\mathbb{U}_{j}$, each containing all $d$ roots, and clearly, the above benefits (i) - (iv) are accentuated if we confine root-finding to the intersection of all these unions.

The cost of computing such an intersection grows because already for $k=2$ it may consist of $d^{2}$ components, but this can be mitigated. E.g., in case (i) we can avoid computing the intersection: we skip testing exclusion and discard a suspect square unless it intersects all $k$ unions $\mathbb{U}_{j}$ for $j=1, \ldots, k$, and we can test this property of a square by using $O(k d)$ comparisons.

If the roots form a cluster (cf. Example 21.1), then Alg. 22.1a with shifts can help locate it, but apparently at the computational cost not lower than by means of subdivision with compression. Alg. 22.13 with shifts, however, helps if the $d$ roots do not form a single cluster but lie on or near a circle centered at the origin, in which case Alg. 22.1a without shift outputs just a single circle.

In the next subsection we outline and strengthen a randomized root-finder proposed and analyzed in 95 . It fast approximates all isolated complex roots by relying on application of Alg. 22.13 with three centers that lie far from the roots.

The case of a black box polynomial. Combination of Alg. 22.1a with Taylor's shift does not blow up Boolean cost but was considered non-practical because it destroys sparsity and requires significant increase of the precision of causing numerical problems.

### 22.7 Root-finding in the intersection of three unions

Next we outline and strengthen the algorithm of 95.
First fix two long shifts of the variable $x \rightarrow x-c_{j}$, for

$$
c_{j}=\gamma r_{+} \exp \left(\phi_{j} \mathbf{i}\right), j=1,2, \phi_{1}=0, \phi_{2}=\frac{\pi}{2}, r_{+} \geq r_{1}=r_{1}(0, p),
$$

and a sufficiently large $\gamma$, e.g., $\gamma=100$. Then apply Alg. 22.1a to the two polynomials $t(x)=$ $p\left(x-c_{j}\right)$, for $j=1,2$ and $c_{1}$ and $c_{2}$ above, and obtain two families, each made up of $d$ narrow and possibly pairwise overlapping annuli, centered at $c_{1}$ and $c_{2}$, respectively.

Let $\rho$ denote the maximal width of the annuli of these families; already for a reasonably large $\gamma$ it is close to the width of every annulus of both families. The $d^{2}$ intersections of the $d$ annuli of family 1 with the $d$ annuli of family 2 are close to squares having vertical and horizontal sides of length $\rho$.

Now collapse all overlapping squares into larger rectangles with the maximal side length $\tilde{\rho} \leq d \rho$ and let their centers form a grid $\mathbb{G}$ of $d_{1} d_{2}$ vertices where $d_{i} \leq d$ for $i=1,2$. The $d_{1} d_{2}$ nodes of the grid $\mathbb{G}$ approximate the $d$ roots within about $\frac{\tilde{\rho}}{\sqrt{2}} \leq \frac{d \rho}{\sqrt{2}}$ or less.

Given a suspect square we can discard it without testing exclusion unless both real and imaginary parts of a node of the grid $\mathbb{G}$ lie within $\tilde{\rho}$ from the real and imaginary parts of the sides of that suspect square. We can verify whether this property holds by performing $2 d_{1}+2 d_{2} \leq 4 d$ comparisons.

In [95] we extended the approach to the approximation within $\tilde{\rho} \sqrt{2}$ of all roots by at most $d$ vertices of the grid. We obtained this extension whp by means of application of Alg. 22.1] to the polynomial $t_{3}(x)=p\left(x-c_{3}\right)$, for $c_{3}=\gamma r_{+} \exp \left(\phi_{3} \mathbf{i}\right)$, the same $r_{+}$and $\gamma$ as before, and random $\phi_{3}$ sampled under the uniform probability distribution from the range $\left[\frac{\pi}{8}, \frac{3 \pi}{8}\right]$.

Namely, in 95 we assumed some separation among the annuli of each family and then proved that whp each of the $d_{3} \leq d$ narrow annuli output in the third application of Alg. 22.1a intersects a single square having its center in the grid $\mathbb{G}$; thus whp these $d_{3}$ centers approximate all the $d$ roots. Furthermore, the index of an annulus of the third family shows the number of the roots lying in the small rectangle centered at the associated node of the grid $\mathbb{G}$.

In [95] we specified the probability estimate of at least $1-\epsilon$ for the success of the algorithm provided that the annuli of each family are separated from each other by an annulus with relative width at least $v>0$ such that $\frac{4 \tilde{\rho} \sqrt{2}}{\pi v}\left(d_{1} d_{2}-1\right) d_{1} d_{2} \leq \epsilon$, where $\frac{4 \sqrt{2}}{\pi}=1.8006 \ldots$.

By virtue of Cor. 22.1 we can ensure a proper bound on the relative width of the output annuli of Alg. 22.13 (defined by the relative error $\Delta$ of Cor. 22.1) in order to satisfy the latter estimate 43

Remark 22.1. It would be more costly to compute a specific angle $\phi_{3}$ which would ensure that the intersection of the three families consists of at most d domains. Indeed, there are $M=\binom{d_{1} d_{2}}{2}=$ $\frac{1}{2}\left(d_{1} d_{2}-1\right) d_{1} d_{2}$ straight lines that pass through the pairs of the $d_{1} d_{2}$ vertices of the grid $\mathbb{G}$, and the desired property of the intersection of the three families would only hold if neither of these straight lines forms an angle close to $\phi_{3}+\frac{\pi}{2}$ with the real axis. Verification of this property requires at least $M$ arithmetic operations, that is, $\frac{1}{2}\left(d^{2}-1\right) d^{2}$ where $d_{1}=d_{2}=d$. Empirically we should have good chances to succeed even if we fix any angle $\phi_{3}$ in the range $\left[\frac{\pi}{8}, \frac{3 \pi}{8}\right]$ instead of choosing it at random. One can try various heuristic choices of $\exp \left(\phi_{3} \mathbf{i}\right)=\frac{a+b \mathbf{i}}{a^{2}+b^{2}}$ where $|a|$ and $|b|$ are pairs of small positive integers.

[^31]Remark 22.2. Based on some advanced novel techniques the paper [53] applies Alg. 22.1a to the polynomials $t_{j}(x)=p\left(x-c_{j}\right)$, for $j=0,1,2$, where a polynomial $p(x)$ has integer coefficients, $c_{0}=0, c_{i}=a_{i}+b_{i} \mathbf{i}$, and $\left|a_{i}\right|$ and $\left|b_{i}\right|$ for $i=1,2$ are bounded non-negative integers. In spite of the limitations on the shift values $c_{j}$, the resulting real and complex subdivision root-finders for polynomials given in monomial basis have noticeably accelerated the known algorithms according to a series of extensive tests.

## 23 Fast polynomial factorization and multipoint evaluation

Given close initial approximations to the $d$ roots of $p$, one can first refine them by applying Newton's, Schröder's, Weierstrass's, Ehrlich's, or subdivision iterations and then compute complete factorization (1.2). Alternatively, one can first compute factorization (1.2) based on the initial approximations to the roots and then apply Kirrinnis's refinement of factorization of 60], revisited in this section. The latter way tends to be superior in the case of multiple roots or clusters of roots, where root-finding and therefore root-refining computations may require much higher precision than factorization (see Observation 1.2). Such application of factorization can be initiated at the late stages of subdivision process if they define factors of small degree (see the end of Sec. 23.6).

Factorization into $s$ factors can be viewed as simultaneous explicit deflation of these factors. As in the case of explicit deflation, Boolean complexity can be nicely bounded, but numerical stability problems caused by blowing up the coefficients and the loss of sparsity are likely unless the factors have low degree or are of the form $(x-c)^{m}$ (cf. Sec. 21.2).

### 23.1 Contents

In this section we recall some known algorithms for polynomial factorization, outline a direction to advancing them, link them to subdivison iterations and other root-finders, and extend this advance to numerical multipoint polynomial evaluation (MPE).

In the next subsection we link polynomial root-finding and factorization. In Sec. 23.3 we recall our algorithms of 1994 and 1995 for polynomial factorization and propose to combine them with Kirrinnis's refinement. In Sec. 23.4 we cover (a simplified version of) Kirrinnis's refinement of polynomial factorization of [60]. In Sec. 23.5 we recall its complexity estimates. In Sec. 23.6 we discuss its bottleneck stage of initialization and at the end provision for combining subdivision with factorization.

In Sec. 23.7 we extend factorization to numerical MPE, based on our novel combination of FMM with polynomial factorization, and in Sec. 23.8 we briefly recall Moenck-Borodin's algorithm for non-numerical MPE.

### 23.2 Linking polynomial root-finding and factorization

Problem 1 of root-finding for $p(x)$ and Problem 2 of its complete factorization into the product of linear factors are closely related to one another.

Thm. 1.5 and Remark A.3 specify recovery of the roots from linear factors.
Conversely, suppose a set of pairwise isolated discs $D\left(c_{j}, \rho_{j}\right)$, together with their indices $m_{j}$ summed to $d$ has been computed. E.g., such discs can be output by a subdivision iteration; alternatively they can be computed from $d$ approximations to the $d$ roots output by another root-finder or from the output of the algorithm of Sec. 22.7. Then we can immediately define approximate
factorization as follows:

$$
p(x) \approx q(x)=\prod_{j:\left|c_{j}\right| \leq 1}\left(x-c_{j}\right)^{m_{j}} \prod_{j:\left|c_{j}\right|>1}\left(x c_{j}-1\right)^{m_{j}}
$$

(cf. (1.2) where $u_{j}=1, v_{j}=c_{j}$ if $\left|c_{j}\right| \leq 1$ and where $u_{j}=c_{j}, v_{j}=1$ if $\left|c_{j}\right|>1$ ).
To obtain a closer approximate factorization one can first compute Cauchy sums and then apply Alg. 21.3 or 21.4 (see Sec. 21.5). In this case, however, the factors $\left(x-c_{j}\right)^{m_{j}}$ and $\left(x c_{j}-1\right)^{m_{j}}$ for large integers $m_{j}$ can lose their compact sparse representation and can turn into unstructured dense polynomials with coefficients of large size.

We omit estimation of a relative error bound $\epsilon=|p(x)-q(x)| /|p|$. Clearly, it converges to 0 as so does the relative maximal error of the root approximation $\delta=\left|1-\max _{j}\right| x_{j} / z_{j}| |$, which converges exponentially fast when Newton's, Weierstrass's, or Ehrlich's iterations are applied.

### 23.3 Divide and conquer factorization based on higher order derivatives or on resultant inequalities

The algorithm of [120], outlined in Appendix A] computes complete polynomial factorization by means of recursive divide and conquer splitting of a polynomial $p(x)$ into the product of nonconstant factors. The degrees of the factors could decrease slowly, in up to $d-1$ recursive splitting steps, but in the algorithm of [90] the maximal degree of the factor in every splitting is at most $\frac{11}{12}$-th of an input degree. Consequently, the overall complexity of complete factorization exceeds the cost of splitting by at most a constant factor and is smaller than in [120] by a factor of $d$ (see further comments in Appendix A.3). This is achieved based on combining factorization of $p(x)$ with factorization of its higher order derivatives, making the algorithm quite involved in spite of its low asymptotic complexity.

The papers [81, 82] proposed randomized and deterministic algorithms, respectively, based on some resultant inequalities. The algorithms output approximate factorization of a polynomial $p(x)$ of degree $d$ into the product of factors of degrees less than $d / 2$ by applying $O\left(d^{2}\right)$ arithmetic operations. Recursive application of these algorithms to the computed factors would also numerically decompose $p(x)$ into the product of linear factors.

This alternative approach is more transparent than that 90 and is much simpler to implement, except that the papers [81, 82] have not elaborated upon extension of their error estimates from a single recursive step to the entire factorization. Such extension is tedious, but seems to be rather straightforward.

The work on it, however, has lost motivation and stopped in 1995, when the divide and conquer randomization of [90] turned out to be nearly optimal. Looking back now, we can see that Kirrinnis's algorithm of [60 greatly simplifies, if not trivializes, the error estimation of the algorithms of 81, 82].

This study is interesting theoretically but the algorithms of [81, 82] share with [120, 90] the implementation problems where high degree factors appear in recursive splitting processes.

### 23.4 Kirrinnis's refinement of polynomial factorization

Newton's refinement of factorization of a polynomial $p$ into any number $s$ of factors proposed by Kirrinnis in [60] extends Schönhage's algorithm of [120] for $s=2$ and together with factorization of $p(x)$ refines the partial fraction decomposition ( $p f d$ ) of the reciprocal $1 / p(x)$. Here is a simplified presentation of his algorithm, and we discuss extension of factorization to pfd in Sec. 23.6,

Given a monic polynomial $p$ of (1.1), we seek pairwise prime monic polynomials $f_{1}, \ldots, f_{s}$ and polynomials $h_{1}, \ldots, h_{s}, \operatorname{deg} h_{j}<\operatorname{deg} f_{j}=d_{j}, j=1, \ldots, s$, defining the factorization and the pfd,
such that

$$
\begin{equation*}
p=f_{1} \cdots f_{s} \text { and } \frac{1}{p}=\frac{h_{1}}{f_{1}}+\cdots+\frac{h_{s}}{f_{s}} . \tag{23.1}
\end{equation*}
$$

Suppose that initially $2 s$ polynomials $f_{j, 0}$ and $h_{j, 0}, j=1, \ldots, s$, are given (see Sec. 23.6) such that

$$
\begin{gather*}
f_{0}=f_{1,0} \cdots f_{s, 0} \approx p, f_{j, 0} \approx f_{j} \text { for all } j,  \tag{23.2}\\
\frac{1}{f_{0}}=\frac{h_{1,0}}{f_{1,0}}+\cdots+\frac{h_{s, 0}}{f_{s, 0}} \text { and } \operatorname{deg}\left(h_{j, 0}\right)<\operatorname{deg}\left(f_{j, 0}\right) \text { for all } j . \tag{23.3}
\end{gather*}
$$

Then define Kirrinnis's refinement of both initial approximation (23.2) and pfd (23.3) by performing the following computations:

$$
\begin{gather*}
q_{j, k}=\frac{f_{k}}{f_{j, k}}, h_{j, k+1}=\left(2-h_{j, k} q_{j, k}\right) h_{j, k} \bmod f_{j, k}, j=1, \ldots, s,  \tag{23.4}\\
f_{j, k+1}=f_{j, k}+\left(h_{j, k+1} p \bmod f_{j, k}\right), j=1, \ldots, s  \tag{23.5}\\
f_{k+1}=f_{1, k+1} \cdots f_{s, k+1} \tag{23.6}
\end{gather*}
$$

for $k=0,1, \ldots$ Substitute equations (23.4) to rewrite equations (23.5):

$$
q_{j, k}=\frac{f_{k}}{f_{j, k}}, \quad f_{j, k+1}=f_{j, k}+\left(\left(2-h_{j, k} q_{j, k}\right) h_{j, k} p \bmod f_{j, k}\right), j=1, \ldots, s
$$

The refinement iterations are simplified where the factors $l_{j, k}$ have small degrees, e.g.,

$$
h_{j, k+1}=\left(2-h_{j, k} f_{k}^{\prime}\left(z_{j, k}\right)\right) h_{j, k}
$$

and both $h_{j, k}$ and $h_{j, k+1}$ are constants for all $k$ where $f_{j, k}=x-z_{j, k}$ is a monic linear factor and $f_{k}^{\prime}(x)$ denotes the derivative of the polynomial $f_{k}(x)$.

### 23.5 The overall complexity of Kirrinnis's refinement

Three assumptions. Analyzing his algorithm, Kirrinnis assumes that (i) all roots have been moved into the unit disc $D(0,1)$, e.g., by means of scaling the variable, (ii) the $s$ root sets of the $s$ factors $f_{1}, \ldots, f_{s}$ as well as the $s$ root sets of the initial approximations $f_{1,0}, \ldots, f_{s, 0}$ to these factors are pairwise well isolated from each other, and (iii) a given initial factorization (23.2) and pfd (23.3) are sufficiently close to those of (23.1).

Assumption (ii) is satisfied for the factors $f_{j, 0}$ of the form $\left(x-c_{j}\right)^{m_{j}}$ where $c_{j}$ is a point in the component $C_{j}$ formed by suspect squares at a subdivision step, $m_{j}$ is the number of roots in that component, and $s$ is the number of components. Likewise, we can fulfill property (ii) when we define factors $f_{j, 0}$ from approximations $z_{j}$ to the roots $x_{j}$ computed by another root-finder or from the intersection of the unions in Sec. 22.7 provided that we cover every intersections by a nearly minimal isolated disc and compute its index.

Assumption (iii) is satisfied where the factors are defined by sufficiently close approximations to the roots.

Under these assumptions (i) -(iii), Kirrinnis's theorem below states that $k$ iterations of his algorithm for $f_{k}=f_{1, k} \cdots f_{s, k}$, sufficiently large $k$, and $\mu(u)=O((u \log (u))$, ensure the approximation error norm bounds

$$
\delta_{k}=\frac{\left|p-f_{k}\right|}{|p|} \leq 2^{-b}, \quad \sigma_{k}=\left|1-h_{1, k} \frac{f_{k}}{f_{1, k}}-\ldots-h_{s, k} \frac{f_{k}}{f_{s, k}}\right| \leq 2^{-b}
$$

at the Boolean cost in $O\left(d \mu\left(b^{\prime}+d\right) \log (d)\right)$. By applying the algorithms of [120] $s-1$ times one can obtain similar estimates, but Kirrinnis's algorithm streamlines the supporting computations. Here are his detailed estimates.

Theorem 23.1. (See [60, Cor. 1.8 and Def. 3.16].) Let $s, d, d_{1}, \ldots, d_{s}$ be fixed positive integers such that

$$
s \geq 2, d_{1}+\ldots+d_{s}=d
$$

Let $p, f_{i, 0}, h_{i, 0}, i=1, \ldots, s$, be $2 s+1$ fixed polynomials such that $p, f_{1,0}, \ldots, f_{s, 0}$ are monic and

$$
\operatorname{deg}\left(f_{i, 0}\right)=d_{i}>\operatorname{deg}\left(h_{i, 0}\right), i=1, \ldots, s ; \operatorname{deg}(p)=d
$$

Let all roots of the polynomial $p$ lie in the disc $D(0,1)$. Furthermore, let

$$
\begin{gathered}
|p| \delta_{0}=\left|p-f_{1,0} \cdots f_{s, 0}\right| \leq \min \left\{\frac{2^{-9 d}}{(s h)^{2}}, \frac{2^{-4 d}}{\left(2 s h^{2}\right)^{2}}\right\}, \\
\sigma_{0}=\left|1-\frac{f_{0} h_{1,0}}{f_{1,0}}-\ldots-\frac{f_{0} h_{s, 0}}{f_{s, 0}}\right| \leq \min \left\{2^{-4.5 d}, \frac{2^{-2 d}}{h}\right\}, \\
f^{(0)}=\prod_{j=1}^{s} f_{j, 0} \text { and } h=\max _{i=1, \ldots, s}\left|h_{i}\right|
\end{gathered}
$$

for $h_{i}$ of (23.1). Let

$$
l=l\left(d_{1}, \ldots, d_{s}\right)=\sum_{i=1}^{s} \frac{d_{i}}{d} \log \left(\frac{d_{i}}{d}\right)
$$

(which implies that $l \leq \log _{2}(d)$ for all choices of $s, d_{1}, d_{2}, \ldots, d_{s}$ and that $l=O(1)$ for $s=2$ and all choices of $d_{1}$ and $d_{2}$ ).

Finally let $b \geq 1, b_{1} \geq 1$, and $k$ in $O\left(\log \left(b+b_{1}\right)\right)$ be sufficiently large. Then in $k$ steps Algorithm (23.4)-(23.6) computes the polynomials $f_{1, k}, h_{1, k}, \ldots, f_{s, k}, h_{s, k}$ such that $f_{1, k}, \ldots, f_{s, k}$ are monic,

$$
\operatorname{deg}\left(h_{i, k}\right)<\operatorname{deg}\left(f_{i, k}\right)=d_{i}, i=1, \ldots, s, \delta_{k}|p|<2^{-b}, \text { and } \sigma_{k}<2^{-b_{1}}
$$

These steps involve $O\left((d l \log (d)) \log \left(b+b_{1}\right)\right)$ arithmetic operations in $O\left(b+b_{1}\right)$-bit precision; they can be performed by using $O\left(\mu\left(\left(b+b_{1}\right) d l\right)\right)$ Boolean operations, that is, $O\left(\mu\left(\left(b^{\prime}\right) d l\right)\right)$ for $b^{\prime}=b+b_{1}$. Moreover,

$$
\max _{1 \leq i \leq s}\left|f_{i, k}-f_{i}\right|<2^{3 d} h \delta_{0}|p|
$$

where $p=f_{1} \cdots f_{s}$ and $f_{1, k}, \ldots, f_{s, k}$ are the computed approximate factors of $p$.

### 23.6 Computation of an initial pfd

1. Transition from factorization to pfd . Given factorization $p=f_{1} \ldots f_{s}$ one can compute pfd (23.1) by applying some well-known techniques of computer algebra 41] or can reduce the problem to solving an associated structured linear system of equations; see [136, 92] for fast numerical solution algorithms. If $s=d, f_{j}=x-x_{j}$, for $j=1, \ldots, d$, and all roots $x_{j}$ are distinct, we specify pfd as follows:

$$
\begin{equation*}
\frac{1}{f(x)}=\sum_{j=1}^{d} \frac{h_{j}}{x-z_{j}}, \text { for } h_{j}=\frac{1}{f^{\prime}\left(z_{j}\right)}, j=1, \ldots, d \tag{23.7}
\end{equation*}
$$

We can compute the vales $h_{1}, \ldots, h_{s}$ by using $O(d \log (d))$ arithmetic operations but may prefer to increase the cost to $O\left(d^{2}\right)$ and to ensure numerical stability.
2. Numerical transition from factors to pfd. Given a set of isolated discs with their indices summed to $d$, one can compute a quite close approximate factorization $p \approx f_{1} \cdots f_{s}$ by applying the recipes of Sec. 23.2, although the output may still violate assumption (iii) of Thm. 23.1.

In [60] Kirrinnis refines this factorization by extending from the case $s=2$ the algorithm of [120, Secs. 10 and 11], which we recall in Appendix B] He first observes that

$$
\frac{h_{i, 0}(x)}{f_{i, 0}(x)}=\frac{1}{2 \pi \mathbf{i}} \int_{C\left(c_{i}, \rho_{i}\right)} \frac{d z}{f_{0}(z)}
$$

provided that (23.3) holds and all roots of a factor $f_{i, 0}$ of a polynomial $f_{0}$ lie in a $\theta_{i}$-isolated disc $D\left(c_{i}, \rho_{i}\right)$, for $\theta_{i}>1$. If this holds for $i=1, \ldots, s$ and if the values $\theta_{i}-1$ exceed a fixed positive tolerance bound for all $i$, then one can closely approximate these $s$ integrals by means of their discretization at reasonably many equally spaced points on the boundary circles $C\left(c_{i}, \rho_{i}\right)$.

The algorithm is quite involved and tends to be the bottleneck of the entire factorization of [60], but this is because it has been devised to cover the case where the root sets of the factors are $(1+1 / d)$-isolated. [82, Appendix] specifies dramatic simplification in the case where the root sets is isolated, and this is always the case for the factorization of [81, 82] as well as for one defined from the isolated components computed in subdivision process.

One should not forget about the "side effects" of Sec. 21.2, that is, potential blow up of the coefficients and loss of sparsity of the numerators $h$ and denominators $f$ in the pfd computed in the process of refinement of factorization.

One can avoid these "side effects" by initializing factorization only where all roots are covered with isolated discs $D_{j}$ having small indices $\#\left(D_{j}\right)$. In particular, one can delay transition from subdivision to factorization until this provision is fulfilled (cf. Example 21.1).

### 23.7 Fast Numerical Multipoint Polynomial Evaluation (MPE)

Multipoint polynomial evaluation (MPE) with FMM. In context of polynomial root-finding we further recall that the algorithm of [92, 94] evaluates a polynomial of degree $d$ at $O(d)$ points at the same asymptotic cost of performing FMM, that is, by using $O\left(d \log ^{2}(d)\right)$ arithmetic operations with the precision $O(\log (d))$. The algorithm successively reduces MPE to multiplication by a vector of Vandermonde, Cauchy and finally HSS matrices; the latter operation is performed fast with FMM. The above reduction steps also require $O\left(d \log ^{2}(d)\right)$ arithmetic operations with the precision $O(\log (d))$, but the overhead constant hidden in the " $O$ " notation of the estimated overall complexity of MPE increases versus that of FMM in such a 3 -step reduction.

Next we propose an alternative reduction of MPE to FMM by means of factorization of a monic polynomial, possibly computed by Kirrinnis's algorithm of Sec. 23.4 with our initialization outlined in Sec. 23.6.

Algorithm 23.1. Reduction 1 of MPE to FMM via factorization.
Given a monic polynomial $p(x)$ of degree $d$ and $m$ complex points $v_{1}, \ldots, v_{m}$, (i) fix a sufficiently large scalar $\nu$ and compute an approximate factorization

$$
\begin{equation*}
\tilde{q}(x)=\prod_{j=1}^{d}\left(x-\tilde{y}_{j}\right) \approx q(x):=p+\nu-p(0) \tag{23.8}
\end{equation*}
$$

(ii) evaluate the polynomial $\tilde{q}(x)$ at $m$ given points $v_{1}, \ldots, v_{m}$, and
(iii) compute $\tilde{q}\left(v_{j}\right)+p_{0}-\nu \approx p\left(v_{j}\right)$ for $j=1, \ldots, m$.

At stage (i) $q(x)$ is closely approximated by the polynomial $p_{d} \prod_{j=1}^{d}\left(x-\nu^{\frac{1}{d}} \zeta_{d}^{j}\right)$ for $\zeta_{d}=\exp \left(\frac{2 \pi \mathbf{i}}{d}\right)$ and large $\nu$; hence its refined factorization can be computed very fast, e.g., with MPSolve, and possibly even for moderately large values of $\nu$. One can perform stage (ii) by applying an FMM variation of $[29]$ and only needs to perform $m$ subtractions at stage (iii); one can compensate for numerical cancellation in these subtractions by adding about $\log _{2}(\nu)$ bits of working precision throughout the algorithm.

For a large class of inputs, limited precision increase is sufficient, and one can further limit it by applying homotopy continuation techniques (cf. 63]), that is, by recursively moving the point $\nu$ towards the origin 0 and updating the polynomial $q(x)$ and factorization (23.8).

Recursive processes in the above papers continue until the roots of $p(x)$ are approximated closely, but our process can stop much earlier, that is, as soon as the incurred precision increase $\log _{2}(\nu)$ becomes reasonably small.

Next consider three other alternative reductions of MPE to FMM 44
Algorithm 23.2. Reduction 2 of MPE to FMM via factorization.
INPUT: a monic polynomial $p(x)$ of degree $d$ and $m$ complex points $v_{1}, \ldots, v_{m}$, COMPUTATIONS:
(i) Fix a sufficiently large scalar $\nu$ and compute an approximate factorization

$$
q(x) \approx \tilde{q}(x)=d \prod_{j=1}^{d}\left(x-\tilde{y}_{j}\right) \text { for } q^{\prime}(x)=p(x) \text { and } q(0)=\nu-p(0)
$$

(ii) Compute the values $\tilde{q}\left(v_{i}\right)$ for $i=1, \ldots, m$.
(iii) Compute the values $r\left(v_{i}\right)=\frac{\tilde{q}^{\prime}\left(v_{i}\right)}{\tilde{q}\left(v_{i}\right)}$ for $i=1, \ldots, m$.
(iv) Compute and output the values $\tilde{p}\left(v_{i}\right)=r\left(v_{i}\right) \tilde{q}\left(v_{i}\right)$ for $i=1, \ldots, m$.

This variation does not require adding order of $\log (\nu)$ bits to working precision. Notice that $r(x)=\frac{\tilde{q}^{\prime}(x)}{\tilde{q}(x)}=\sum_{j=1}^{d} \frac{1}{x-\tilde{y}_{j}}$, and so at stage (iii) we apply the classical FMM of [44, 26] for evaluation of $r\left(v_{i}\right)$, but we still need the FMM variant of [29] for the evaluation of $\tilde{q}\left(v_{i}\right)$ at stage (ii). In the next two algorithms we do not use this variation. We again require order of $\log (\nu)$ extra bits of working precision in the first but not in the second of these algorithms.

Algorithm 23.3. Reduction 3 of MPE to FMM via factorization.
INPUT: a monic polynomial $p(x)$ of degree $d$ and $m$ complex points $v_{1}, \ldots, v_{m}$,
COMPUTATIONS:
(i) Fix a sufficiently large scalar $\nu$ and compute approximate factorization

$$
q_{+}(x) \approx \tilde{q}_{+}(x)=d \prod_{j=1}^{d}\left(x-\tilde{y}_{j}\right), q_{-}(x) \approx \tilde{q}_{-}(x)=d \prod_{j=1}^{d}\left(x-\tilde{z}_{j}\right)
$$

for $q_{+}^{\prime}(x)=q_{-}^{\prime}(x)=p(x), q_{+}(0)=\nu-p(0)$, and $q_{-}(0)=-\nu-p(0)$.

[^32](ii) Compute $r_{+}\left(v_{i}\right) \approx \frac{\tilde{q}_{+}^{\prime}\left(v_{i}\right)}{\tilde{q}_{+}\left(v_{i}\right)}$ and $r_{-}\left(v_{i}\right) \approx \frac{\tilde{q}_{-}^{\prime}\left(v_{i}\right)}{\tilde{q}_{-}\left(v_{i}\right)}$ for $i=1, \ldots, m$.
(iii) Compute and output $\tilde{p}\left(v_{i}\right)=\frac{2 \nu r_{+}\left(v_{i}\right) r_{-}\left(v_{i}\right)}{r_{-}\left(v_{i}\right)-r_{+}\left(v_{i}\right)}$ for $i=1, \ldots, m$.

Algorithm 23.4. Reduction 4 of MPE to FMM via factorization.
INPUT as in Alg. 23.3.

## COMPUTATIONS:

(i) Fix a sufficiently large scalar $\nu$ and compute approximate factorization

$$
p_{+}(x) \approx \tilde{p}_{+}(x)=p_{d} \prod_{j=1}^{d}\left(x-\tilde{y}_{j}\right), p_{-}(x) \approx \tilde{q}_{-}(x)=p_{d} \prod_{j=1}^{d}\left(x-\tilde{z}_{j}\right)
$$

where $p_{+}(x)-p(x)+p(0)=p(x)-p(0)-p_{-}(x)=\nu$.
(ii) Compute $r_{+}\left(v_{i}\right)=\frac{\tilde{p}_{+}^{\prime}\left(v_{i}\right)}{\tilde{p}_{+}\left(v_{i}\right)}$ and $r_{-}\left(v_{i}\right)=\frac{\tilde{p}_{-}^{\prime}\left(v_{i}\right)}{\tilde{p}_{-}\left(v_{i}\right)}$ for $i=1, \ldots, m$.
(iii) Compute and output $\tilde{p}\left(v_{i}\right)=\frac{r_{+}\left(v_{i}\right)+r_{-}\left(v_{i}\right)}{\left(r_{-}\left(v_{i}\right)-r_{+}\left(v_{i}\right)\right) \nu}+p(0)$ for $i=1, \ldots, m$.

If we seek the roots of $p$, then the above algorithms enable us to accelerate the key stage of approximation of $p$ based on fast numerical factorization of $q(x)$ or of a pair of $q_{+}(x)$ and $q_{-}(x)$ or $p_{+}(x)$ and $p_{-}(x)$.

Initial numerical tests of Algorithm 23.4 have been performed by Qi Luan at CUNY for random input polynomials of degree 40,000 . Their coefficients were complex numbers with real and imaginary parts uniformly generated at random in the ranges $[-30,30]$ and $[-30 \mathbf{i}, 30 \mathbf{i}]$, respectively. The 40,000 knots of evaluation were also randomly generated in the same way as the coefficients. All computations were done by using 424 bits of precision, and the output values have been obtained within the relative error bound $2.62 e-8$.

The evaluation with Horner's algorithm took 1,256 seconds, while the MPSolve + FMM method took 2,683 seconds, with the break down into 2,179 seconds for the MPSolve part and 503 seconds for the FMM part.

For MPSolve the publicly released version was used. A significantly faster version has been developed by Dario Bini and Leonardo Robol [11] but not released and can be further accelerated by means of our recipes in Section 22.4.

The tests also show that the ratio of the time used for Horner's algorithm and for FMM increases as the degree $d$ of an input polynomial increases.

Further tests are planned with the algorithms of this subsection, accelerated MPSolve, and the accelerated factorization of $p(x)$ of Secs. 23.4 and 23.6.

### 23.8 Fast non-numerical MPE

For an alternative, Moenck-Borodin's algorithm for MPE of [73] was the first one with arithmetic complexity $O\left(d \log ^{2}(d)\right)$ for the evaluation of $p$ at $O(d)$ points The Boolean cost of performing that algorithm with a high precision is nearly optimal [60, 109], but the algorithm fails when it is applied numerically, with double precision, for $d>50$. One can counter this deficiency by applying some tools from Computer Algebra. Namely, we can evaluate the polynomial over Gaussian integers (by scaling we can reduce to this case approximations with binary numbers defined by finite number of bits to the real and imaginary parts of complex numbers) and perform most

[^33]of computations with a reasonably low precision. To do this we first apply the algorithm of [73] modulo a number of fixed primes of moderate size and then recover the integer output by means of applying the Chinese Remainder algorithm.

Finally, Horner's algorithm performs at a much higher arithmetic cost but avoids the growth of working precision, ends with a slightly superior Boolean cost bound, and so far has been remaining the method of choice when the designers of polynomial root-finders use MPE.

## PART VI

## 24 Conclusions

Our study leads to some challenging projects.

1. Elaboration upon and implementation of our black box subdivision root-finders and their simplification for a polynomial given in monomial basis - with its coefficients. [The implementation work has began in [51] with incorporation of our exclusion tests into the algorithm of [22], continued in [53, 54], and has already showed that our progress is for real.
2. Further analysis, comparison, combination, and extension of our technical novelties for devising efficient polynomial root-finders, such as Cauchy sum techniques, exclusion tests, root-squaring, compression of a disc, randomized root-counting, error detection and correction, and root radii approximation.
3. Estimation of precision guarantees for a fixed tolerance to output errors or "empirical precision guarantees", e.g., by means of doubling the working precision recursively, possibly with implicit deflation.
4. Analysis, implementation and testing of Ehrlich's iterations of MPSolve, Newton's, Weierstrass's, and Schröder's iterations incorporating our novelties of initialization based on root radii approximation, our deflation techniques, and reduction to FMM.
5. Enhancing the power of these and other known efficient root-finders by properly combining them with various known and our novel techniques such as FMM and our root radii approximation algorithms.
6. Further study of our novelties and their extensions, e.g., exploration of the links of our root-finding algorithms to matrix eigenvalue computation 46
7. Elaboration upon, testing, and implementation of our outline of fast algorithms for polynomial factorization and multipoint evaluation in Sec. 23 ,
8. New attempts of synergistic combination of the known and novel techniques and possibly devising efficient heuristic sub-algorithms for polynomial root-finders.
9. Proof of fast global convergence of Weierstrass's and Ehrlich's iterations initialized based on the techniques of Secs. 22.5-22.7 or extension of the divergence results of 117, 115 under that initialization.
10. Estimation of Boolean complexity of root-finding and factorization for black box, sparse, and shifted sparse polynomials, including the complexity of semi-certified solution algorithms.
[^34]
## APPENDIX

## A Recursive factorization of a polynomial and extensions to rootfinding and root isolation

In this section we briefly recall some algorithms and complexity estimates from [120, 122 . We first recursively decompose a polynomial into the product of linear factors and then extend the factorization to approximation and isolation of the roots.

## A. 1 Auxiliary norm bounds

Recall two simple lemmas.
Lemma A.1. It holds that $|u+v| \leq|u|+|v|$ and $|u v| \leq|u||v|$ for any pair of polynomials $u=u(x)$ and $v=v(x)$.

Lemma A.2. Let $u=\sum_{i=0}^{d} u_{i} x^{i}$ and $|u|_{2}=\left(\sum_{i=0}^{d}\left|u_{i}\right|^{2}\right)^{\frac{1}{2}}$. Then $|u|_{2} \leq|u|$.
The following lemma relates the norms of a polynomial and its factors.
Lemma A.3. If $p=p(x)=\prod_{j=1}^{k} f_{j}$ for polynomials $f_{1}, \ldots, f_{k}$ and $\operatorname{deg} p \leq d$, then $\prod_{j=1}^{k}\left|f_{j}\right| \leq$ $2^{d}|p|_{2} \leq 2^{d}|p|$.

Proof. The leftmost bound was proved by Mignotte in 69. The rightmost bound follows from Lemma A.2.

Remark A.1. [122, Lemma 2.6] states with no proof a little stronger bound $\prod_{j=1}^{k}\left|f_{j}\right| \leq 2^{d-1}|p|$ under the assumptions of Lemma A.3. From various factors of the polynomial $p(x)=x^{d}-1$ such as $\prod_{j=1}^{\frac{d}{2}}\left(x-\zeta_{d}^{j}\right)$ for even $d$ and $\zeta$ of (1.3), one can see some limitations on strengthening this bound further.

## A. 2 Errors and complexity

Suppose that we split a polynomial $p$ into a pair of factors over an isolated circle and recursively apply this algorithm to the factors until they become linear of the form $u x+v$; some or all of them can be repeated. Finally, we arrive at complete approximate factorization

$$
\begin{equation*}
p \approx p^{*}=p^{*}(x)=\prod_{j=1}^{d}\left(u_{j} x+v_{j}\right) \tag{A.1}
\end{equation*}
$$

Next, by following [120, Sec. 5], we estimate the norm of the residual polynomial

$$
\begin{equation*}
\Delta^{*}=p^{*}-p . \tag{A.2}
\end{equation*}
$$

We begin with an auxiliary result.

Theorem A.1. Let

$$
\begin{gather*}
\Delta_{k}=\left|p-f_{1} \cdots f_{k}\right| \leq \frac{k \epsilon|p|}{d},  \tag{A.3}\\
\Delta=\left|f_{1}-f g\right| \leq \epsilon_{k}\left|f_{1}\right| \tag{A.4}
\end{gather*}
$$

for some non-constant polynomials $f_{1}, \ldots, f_{k}, f$ and $g$ such that

$$
\begin{equation*}
\epsilon_{k} d 2^{d} \prod_{j=1}^{k}\left|f_{j}\right| \leq \epsilon \tag{A.5}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left|\Delta_{k+1}\right|=\left|p-f g f_{2} \cdots f_{k}\right| \leq \frac{(k+1) \epsilon|p|}{d} . \tag{A.6}
\end{equation*}
$$

Proof. $\Delta_{k+1}=\left|p-f_{1} \cdots f_{k}+\left(f_{1}-f g\right) f_{2} \cdots f_{k}\right|$. Apply Lemma A.1 and deduce that $\Delta_{k+1} \leq$ $\Delta_{k}+\left|\left(f_{1}-f g\right) f_{2} \cdots f_{k}\right|$ and, furthermore, that

$$
\left|\left(f_{1}-f g\right) f_{2} \cdots f_{k}\right| \leq\left|f_{1}-f g\right|\left|f_{2} \cdots f_{k}\right|=\Delta\left|f_{2} \cdots f_{k}\right|
$$

Combine the latter inequalities and obtain $\Delta_{k+1} \leq \Delta_{k}+\Delta\left|f_{2} \cdots f_{k}\right|$. Combine this bound with (A.3) - (A.5) and Lemmas A. 1 and A. 3 and obtain (A.6).

Write $f_{1}:=f$ and $f_{k+1}=g$. Then (A.6) turns into (A.3) for $k$ replaced by $k+1$. Now compute one of the factors $f_{j}$ as in (A.4), apply Thm. A.1, then recursively continue splitting the polynomial $p$ into factors of smaller degrees, and finally arrive at factorization (A.1) with

$$
\left|\Delta^{*}\right| \leq \epsilon|p|
$$

for $\Delta^{*}$ of (A.2). Let us call this computation Recursive Splitting Process provided that it begins with $k=1$ and $f_{1}=p$ and ends with $k=d$.

Theorem A.2. In order to support (A.3) for $0<\epsilon \leq 1$ and $j=1,2, \ldots, d$ in the Recursive Splitting Process it is sufficient to choose $\epsilon_{k}$ in A.4) satisfying

$$
\begin{equation*}
\epsilon_{k} d 2^{2 d+1} \leq \epsilon \text { for all } k . \tag{A.7}
\end{equation*}
$$

Proof. Prove bound (A.3) by induction on $j$. Clearly, the bound holds for $k=1$. It remains to deduce (А.6) from (А.3) and (A.7) for any $k$. By first applying Lemma A. 3 and then bound (A.3), obtain

$$
\prod_{i=1}^{k}\left|f_{i}\right| \leq 2^{d}\left|\prod_{i=1}^{k} f_{i}\right| \leq 2^{d}\left(1+\frac{k \epsilon}{d}\right)|p| .
$$

The latter bound cannot exceed $2^{d+1}|p|$ for $k \leq d, \epsilon \leq 1$. Consequently (A.7) ensures (A.5), and then (A.6) follows by virtue of Thm. A. 1

Remark A.2. The theorem implies that we can ensure the output precision bound $b^{\prime}$ by working with the precision of

$$
\bar{b} \geq \bar{b}_{\mathrm{inf}}=2 d+1+\log _{2} d+b^{\prime}
$$

bits throughout the Recursive Splitting Process.

## A. 3 Overall complexity of recursive factorization

The overall complexity of recursive factorization is dominated by the sum of the bounds on the complexity of all splittings into pairs of factors. The algorithm of 90 adopts recursive factorization of [120] but decreases the overall complexity bound by roughly a factor of $d$. This is due to additional techniques, which ensure that in every recursive splitting of a polynomial into the product of two factors the ratio of their degrees is at most 11. Consequently $O(\log (d)$ recursive splitting steps are sufficient in [90, and so the overall complexity of root-finding is proportional to that of the first splitting. In contrast [120] allows a linear factor in any splitting and thus allows up to $d-1$ splittings, with each of the first $0.5 d$ of them almost as expensive as the very first one (cf. Example (21.1).

## A. 4 From factors to roots

Theorem A.3. [122, Thm. 2.7]. Suppose that

$$
p=p_{d} \prod_{j=1}^{d}\left(x-x_{j}\right), \tilde{p}=\tilde{p}_{d} \prod_{j=1}^{d}\left(x-y_{j}\right),|\tilde{p}-p| \leq \epsilon|p|, \epsilon \leq 2^{-7 d}
$$

and

$$
\left|x_{j}\right| \leq 1 \text { for } j=1, \ldots, d^{\prime} \leq d,\left|x_{j}\right| \geq 1 \text { for } j=d^{\prime}+1, \ldots, d
$$

Then up to reordering the roots it holds that

$$
\left|y_{j}-x_{j}\right|<9 \epsilon^{\frac{1}{d}} \text { for } j=1, \ldots, d^{\prime} ;\left|\frac{1}{y_{j}}-\frac{1}{x_{j}}\right|<9 \epsilon^{\frac{1}{d}} \text { for } j=d^{\prime}+1, \ldots, d \text {. }
$$

By virtue of Thm. A. 3 for $b^{\prime}=O(b d)$ we can bound the Boolean complexity of the solution of Problem 1 by increasing the estimate for the complexity of factorization in Sec. A. 3 by a factor of $d$.

Corollary A.1. Boolean complexity of the solution of Problem 1. Given a polynomial $p$ of degree $d$ and a real $b^{\prime} \geq 7 d$, one can approximate all roots of that polynomial within the error bound $2^{-b^{\prime}}$ at a Boolean cost in $O\left(\mu\left(b^{\prime}+d\right) d^{2} \log (d)\left(\log ^{2} d+\log \left(b^{\prime}\right)\right)\right)=\tilde{O}\left(\left(b^{\prime}+d\right) d^{2}\right)$.
Remark A.3. The study in this appendix covers the solution of Problem 1 for the worst case input polynomial $p$. If its roots are isolated from each other, then the upper estimates of Thm. A. 3 and Cor. A. 2 can be decreased by a factor of d (cf. [90]). It seems that by extending [90] one can prove that the complexity bound of the corollary can be decreased by a factor of $d / m$ if the roots lie in $s$ pairwise isolated discs $D_{i}$ such that $\#\left(D_{i}\right)=m_{i}$ for $i=1, \ldots, s$ and $\max _{i=1}^{s}\left\{m_{i}\right\}$.

Based on his results recalled in this appendix Schönhage in [120, Sec. 20] estimates the Boolean complexity of the following well-known problem.

Problem 5. Polynomial root isolation. Given a polynomial $p$ of (1.1) that has integer coefficients and only simple roots, compute $d$ disjoint discs on the complex plane, each containing exactly one root.
Corollary A.2. Boolean complexity of polynomial root isolation. Suppose that a polynomial $p$ of (1.1) has integer coefficients and has only simple roots. Let $\sigma_{p}$ denotes its root separation, that is, the minimal distance between a pair of its roots. Write $\epsilon:=0.4 \sigma_{p}$ and $b^{\prime}:=\log _{2}\left(\frac{1}{\epsilon}\right)$. Let $\epsilon<2^{-d}$ and let $m=m_{p, \epsilon}$ denote the maximal number of the roots of the polynomial $p(x)$ in $\epsilon$-clusters of its roots. Then Problem 5 can be solved in Boolean time $\tilde{O}(b d m)$ for $b=\frac{b^{\prime}}{m}$.

## B Newton's refinement of splitting a polynomial into the product of two factors

## B. 1 A refinement algorithm

By computing Cauchy sums and then applying Alg. 21.3) or 21.4(see Sec. 21.5) one can approximate splitting of a polynomial $p$ into the product of two polynomials $f_{1,0}$ and $f_{2,0}$,

$$
\begin{equation*}
p \approx f_{1,0} f_{2,0} \tag{B.1}
\end{equation*}
$$

at a nearly optimal Boolean $\operatorname{cost} O(d \log (d) \mu(b+d))$ (cf. [120, 90]). The cost increases proportionally to $\mu(b+d)$ as $b$ exceeds $d$ and grows, but for large $b$ one can save a factor of $\log (d)$ by applying Kronecker's map for multiplication of polynomials with integer coefficients (see [39], [78, Sec. 40]).

Schönhage in [120, Secs. 10-12] has elaborated upon this saving. In particular he devised advanced algorithms for Newton's refinement of splitting a polynomial into factors, which enabled him to decrease the overall Boolean cost of splitting (B.1) to $O(d \mu(b+d))$. The resulting decrease of the complexity bound of root-finding in [120] was only by a factor of $\log (d)$, versus a factor of $d$ in (90]. Besides Kirrinnis in 60], Gourdon in [40, and ourselves, the researchers little used the techniques of [120]. Important progress on root-finding with extremely high precision by means of distinct techniques have been reported in 49]. In our present paper, however, we efficiently combine some techniques of [120] with ours. Next we outline some of Schönhage's algorithms and estimates.

Given an initial approximate splitting (B.1) one can update it as follows:

$$
\begin{equation*}
p \approx f_{1,1} f_{2,1}, \quad f_{1,1}=f_{1,0}+h_{1,0} f_{2,1}=f_{2,0}+h_{2,0}, \tag{B.2}
\end{equation*}
$$

where the polynomials $h_{1,0}$ and $h_{2,0}$ satisfy

$$
\begin{equation*}
p-f_{1,0} f_{2,0}=f_{1,0} h_{2,0}+h_{1,0} f_{2,0}, \quad \operatorname{deg}\left(h_{i, 0}\right)<\operatorname{deg}\left(f_{i, 0}\right) \text { for } i=1,2 . \tag{B.3}
\end{equation*}
$$

This is Newton's iteration. Indeed, substitute (B.2) into exact splitting $p=f_{1,1} f_{2,1}$ and arrive at (B.3) up to a single term $h_{1,0} h_{2,0}$ of higher order. We can complete this iteration by computing polynomials $h_{1,0}$ and $h_{2,0}$ and then can continue such iterations recursively.

From equation (B.3) we obtain that $p=h_{1,0} f_{2,0} \bmod f_{1,0}$, and so $h_{1,0}=p \bar{h}_{1} \bmod f_{1,0}$ where the multiplicative inverse $\bar{h}_{1}$ satisfies $\bar{h}_{1} f_{2,0} \bmod f_{1,0}=1$. Having computed polynomials $\bar{h}_{1}$ and $h_{1,0}$ we can obtain the polynomial $h_{2,0}$ from equation (B.3) within a dominated cost bound by means of approximate polynomial division (cf. [121, 9, 105, 106, 60]).

## B. 2 Fast initialization of Newton's refinement

Next we recall Schönhage's algorithm of [120, Secs. 10 - 12] for Newton's refinement of a close initial approximate splitting (B.1) (see its extension and an alternative in Sec. [23.6).

Given an initial approximation $\bar{h}_{1,0}$ to $\bar{h}_{1}$ the algorithm recursively updates it 47 by computing the polynomials

$$
j_{i, 0}=1-\bar{h}_{i, 0} f_{2,0} \quad \bmod f_{1,0} \text { and } \bar{h}_{i+1,0}=\bar{h}_{i, 0}\left(1+j_{i, 0}\right) \quad \bmod f_{1,0} \text { for } i=1,2, \ldots
$$

[^35]For any $b>d$ the computations ensure the bound $\left|\bar{h}_{i, 0}\right| \leq 2^{-b}$ by using $O(d \mu(b+d))$ Boolean operations provided that

$$
\begin{equation*}
m^{2} 2^{2 d}\left|\bar{h}_{1,0}\right| \leq \nu^{2} \tag{B.4}
\end{equation*}
$$

where $m=\operatorname{deg}\left(f_{1}\right) \leq d, \nu=\min _{x:|x|=1}|p(x)|$ (see [120, Lemma 11.1]), and $\frac{1}{\nu} \leq 2^{c n}$ for a constant $c$ (see [120, equation (16.7)]). If in addition

$$
\begin{equation*}
w^{4} 2^{3 d+m+1}\left|p-f_{1,0} f_{2,0}\right| \leq \nu^{4}, \tag{B.5}
\end{equation*}
$$

then the new factors $f_{1,1}$ and $f_{2,1}$ can be computed by using $O(d \mu(b+d))$ Boolean operations such that $\left|p-f_{1,1} f_{2,1}\right| \leq|p| 2^{-b}$.

One can ensure bound (B.5) by combining Cauchy sum computation and Alg. 21.3) or 21.4 (see Sec. 21.5). This completes the computation of splitting at the overall Boolean time in $O(d \mu(b+d))$ provided that within this cost bound one can also compute an initial polynomial $\bar{h}_{1,0}$ satisfying (B.4).

One can do this based on the following expression of [120, equation (12.19)]:

$$
\bar{h}_{1,0}=\sum_{i=0}^{m-1}\left(\sum_{j=i+1}^{m} u_{m-j} v_{j-i}\right) x^{i}
$$

where $u_{k}$ and $v_{k}$ are the coefficients of the polynomial $f_{1,0}(x)=x^{m}+u_{1} x^{m-1}+\cdots+u_{m}$ and of the Laurent expansion $\frac{1}{f_{1,0}(x) f_{2,0}(x)}=\sum_{k} v_{k} x^{k}$, respectively.
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[^0]:    ${ }^{1}$ Hereafter "roots" stands for "roots of equation $p=0$ ", aka "zeros of a polynomial $p$ "; we count them with their multiplicity and occasionally call them just roots or zeros.

[^1]:    ${ }^{2}$ Due to extensive progress on implementation of fast polynomial root-finders in the last decades, implementation of that algorithm seems to be much less formidable now than in 2002. On the other hand, nowadays a faster root-finders readily lose competition to ones that are slower but better implemented.
    ${ }^{3}$ For its full version the proceedings paper [22] refers to pre-print of [23], but the Main theorems of the two papers are quite different.

[^2]:    ${ }^{4}$ Both FFT and FMM are among the Top Ten Algorithms of 20-th century (cf. Barry Cipra [25]). For the history of FFT see Donald Ervin Knuth [61]; on FMM see Leslie F. Greengard and Vladimir Rokhlin Jr. 44] and Rio Yokota and Lorena A. Barba 137.
    ${ }^{5}$ The computational cost of root-finders of [83, 20, 22, 23] decreases at least proportionally to the number of roots

[^3]:    in a region of interest such as a disc or a rectangle, while Ehrlich's, Weierstrass's, and a number of other functional iterations approximate the roots in such a region almost as slow as all complex roots.
    ${ }^{6}$ The problem and many of its solution algorithms are naturally extended to root-finding in other regions of interest, such as square or convex polygons. Problem 1 is Problem $1_{d}$ for a large disc covering all $d$ roots.
    ${ }^{7}$ The solution of Problem 2 can be also extended to isolation of the zeros of a polynomial with integer coefficients and approximation of matrix eigenvalues (cf. [120, Secs. 20 and 21] and our Sec. 81) and has various other applications to modern computations, e.g., to time series analysis, Wiener filtering, noise variance estimation, co-variance matrix computation, and the study of multichannel systems (see Granville Tunnicliffe Wilson [135], George Edward Pelham Box and Gwilym Meirion Jenkins [17, Stephen M. Barnett [8, Cédric J. Demeure and Clifford T. Mullis 31, 32, and Paul M. Van Dooren 132). For a polynomial of degree $d$ the known sharp upper and lower bounds on the input precision and Boolean time for root-finding exceed those for numerical factorization by a factor of $d$.

[^4]:    ${ }^{8}$ We can slightly speed up stage (i) because at that stage we actually only need to approximate factorization of the factor $f$ of degree $m$ of $p$ that shares with $p$ its zeros in $D$.

[^5]:    ${ }^{9}$ One can evaluate $p$ at $d_{+}>d$ points and then interpolate to it, but this would destroy sparsity and would blow up the precision and the Boolean cost of the computations.
    ${ }^{10}$ Here it is also relevant to recall Gershgorin's bound for any eigenvalue $\lambda$ of a matrix $M=\left(a_{i, j}\right)_{i, j=1}^{d}$ [124, Thm. 1.3.2]: $\left|\lambda-a_{i, i}\right| \leq \sum_{j \neq i}\left|a_{i, j}\right|$ for some $i, 1 \leq i \leq d$. Clearly, this implies that $|\lambda| \leq\|M\|_{F}$.

[^6]:    ${ }^{11} \mathrm{~A}$ variant of our root-finders performing within the above cost bound for $q(m)$ of order $\log ^{2}(d)$ has consistently output approximations to all $d$ zeros of $p(x)$ within $1 / 2^{b}$ in extensive tests in [98, 99].

[^7]:    ${ }^{12}$ The current records are about 2.7734 for exponents of feasible MM 77, 64, unbeaten since 1982, and about 2.372 for exponents of unfeasible MM [6, 33. The exponents below 3.74 are only for unfeasible MM - all known algorithms that support them are slower than the classical $d \times d$ MM unless $\left.\log _{2}\left(\log _{2}\left(\log _{2}(d)\right)\right)\right)>100$, say.

[^8]:    ${ }^{13} 90$ was very cautious about practical prospect of its algorithms, but since 2002 there was dramatic progress in devising subroutines for polynomial computations.
    ${ }^{14}$ The complexity of a subdivision root-finder is proportional to the number of roots in a region, while MPSolve is about as fast and slow for all roots as for their fixed subset. MPSolve implements Ehrlich-Aberth's root-finding iterations, which empirically converge to all $d$ roots very fast right from the start but only under empirical support and only under initialization that operates with the coefficients of $p[115]$.

[^9]:    ${ }^{15} \mathrm{We}$ do not use the material of Sec. 3.5, but it should be of independent interest.

[^10]:    ${ }^{16}$ Bounds $r_{d-\ell+1} \leq \sigma$ and $r_{d-\ell+1}>1$ can hold simultaneously (cf. Fig. 1a), but as soon as an $\ell$-test verifies any of them, it stops without checking if the other bound also holds.

[^11]:    ${ }^{17}$ Unlike the proof in [120], we rely on Cor. 3.1] of independent interest.

[^12]:    ${ }^{18}$ We call a complex $c$ a tame root for an error tolerance $\epsilon$ if $c$ lies in an isolated disc $D(c, \epsilon)$, whose index $\#(D(c, \epsilon))$ we can readily compute (cf. Thm. 3.1).
    ${ }^{19}$ This recipe detects output errors of any root-finder at the very end of computations, but for subdivision rootfinders one can detect the loss of a root earlier whenever at a subdivision step the indices of all suspect squares sum to less than $m$.

[^13]:    ${ }^{20}$ For our root-finders we only need to approximate $r_{d-\ell+1}\left(c^{\prime}\right)$ for $\ell=1$ and $\ell=m$ and only with a constant bound on the relative error, but we will estimate $r_{d-\ell+1}\left(c^{\prime}\right)$ within $1 / 2^{b}$ for any real $b$ and $\ell, 1 \leq \ell \leq m$, and estimates, which is of independent interest for root-finding.

[^14]:    ${ }^{21}$ If we applied BoE to the range $[0,1]$, we would have to bisect the infinite range $[-\infty, 0]$, but we deal with the narrower range $[-b, 0]$ since we have narrowed the range $[0,1]$ to $[\epsilon, 1]$.

[^15]:    ${ }^{22}$ Practically, one can combine our root-finders with the recipe of doubling the precision of computing of 10, 14, 21.
    ${ }^{23}$ These expressions have been obtained based on the well-known Jacobi's formula $\mathrm{d}(\ln (\operatorname{det}(A)))=\operatorname{trace}\left(A^{-1} \mathrm{~d} A\right)$, which links differentials of a nonsingular (invertible) matrix $A$ and of its determinant.

[^16]:    ${ }^{24}$ Precision of computing, affecting the overhead constants hidden in the above estimates and supporting the latter algorithm, grows fast as $d$ increases; e.g., the IEEE standard double precision of the customary numerical computations is not enough in that algorithm already for $d>50$; for $b=O(\log (d))$ one can fix this deficiency by applying the Fast Multipole Method of Greengard and Rokhlin [44, 26, 92, 93] to the equivalent task of multiplication of Vandermonde matrix by a vector.

[^17]:    ${ }^{25}$ Scaling $p$ and $x$ above is done once and for all e/i tests; to compensate for this we only need to change our bound on the output precision $b$ by $\left\lceil\left|\log _{2} R\right|\right\rceil$ bits.
    ${ }^{26}$ This bound is readily deduced from the following non-trivial result [120. Thm. 4.2]: Let $t(x)=f \prod_{j=1}^{m}(x-$ $\left.z_{j}\right) \prod_{j=m+1}^{d}\left(\frac{x}{z_{j}}-1\right),\|t(x)\|_{1}=1,\left|z_{j}\right|<1$ for $j \leq m$, and $\left|z_{j}\right|>1$ for $j>m$. Then $|f| \geq 1 / 2^{d}$.

[^18]:    ${ }^{27}$ Here and hereafter $\mathbf{v}$ denotes a column vector, while $\mathbf{v}^{T}$ denotes its transpose.

[^19]:    ${ }^{28}$ It is possible that $1<r_{d-\ell+1} \leq \sigma$, but as soon as an $\ell$-test verifies any of these lower and upper bounds it stops without checking whether the other bound also holds.
    ${ }^{29}$ We will only use $\ell$-tests for $\ell=1$ (which are e/i tests) and $\ell=m$.

[^20]:    ${ }^{30}$ The paper [43] explores direct root-squaring of NIR for a black box polynomial for $x \neq 0: \operatorname{NIR}_{p_{h+1}}(x)=$ $\frac{1}{2 \sqrt{x}}\left(\operatorname{NIR}_{p_{h}}(\sqrt{x}) \operatorname{NIR}_{p_{h}}(-\sqrt{x})\right), h=0,1, \ldots$.

[^21]:    ${ }^{31}$ Before applying computations below, one may first approximate NIR(0) based on (10.11) and then output inclusion if the approximation exceeds $d$.

[^22]:    ${ }^{32}$ We call a complex point $c$ a tame root for a fixed error tolerance $\epsilon$ if it is covered by an isolated disc $D(c, \epsilon)$. Given such a disc $D(c, \rho)$, we can readily compute $\#(D(c, \rho))$ (cf. 99, 98, 51]).
    ${ }^{33}$ These observations are valid for any root-finder. In the case of subdivision root-finders we can detect the loss of a root at a subdivision step as soon as we notice that at that step the indices of all suspect squares sum to less than $m$.

[^23]:    ${ }^{34}$ Precision of computing, affecting the overhead constants hidden in the above estimates and supporting the latter algorithm, grows fast as $d$ increases; e.g., the IEEE standard double precision of the customary numerical computations is not enough in these algorithms already for $d>50$; for $b=O(\log (d))$ one can fix this deficiency by applying the Fast Multipole Method of Greengard and Rokhlin [44, 26, 92, 93, to the equivalent task of multiplication of Vandermonde matrix by a vector.

[^24]:    ${ }^{35}$ That bound follows from the estimate $|f| \geq 1 / 2^{d}$ of 120. Thm. 4.2], which holds provided that $t(x)=f \prod_{j=1}^{m}(x-$ $\left.x_{j}\right) \prod_{j=m+1}^{d}\left(\frac{x}{x_{j}}-1\right),\|t(x)\|_{1}=1,\left|x_{j}\right|<1$ for $j \leq m$, and $\left|x_{j}\right|>1$ for $j>m$.

[^25]:    ${ }^{36}$ Newton's and Schröder's iterations of [114, 88] accelerate convergence of subdivision iterations to a root cluster in a disc if the disc is $5 d^{2}$-isolated, while (18.1) only requires 3.5 -isolation.

[^26]:    ${ }^{37}$ Boolean complexity of explicit deflation of high degree factors can be bounded, and such deflation was the basis for theoretical study of the complexity of high accuracy root-finding in [90] (cf. Part I of our Appendix), but the implied growth of the coefficients and working precision has made these algorithms quite hard to implement.

[^27]:    ${ }^{38}$ [30] approximates the power sums of the roots of $p(x)$ at stage (i) below by adjusting some customary algorithms of that time for numerical integration over a circle, but we prefer to apply Newton's identities (3.15) at that stage.

[^28]:    ${ }^{39}$ Recall that $\sum_{h=0}^{w}\binom{n}{h} \nu^{h}=2^{w}$.

[^29]:    ${ }^{40}$ Formal support for such global convergence is much weaker for Newton's iterations (see 63, 50, 128 , and the references therein) and is completely missing for Weierstrass's and Ehrlich's iterations.

[^30]:    ${ }^{41} w \approx 0.001 d$ in Newton's iterations of [128] applied to a polynomial of degree $d=2^{17}$.
    ${ }^{42}$ Gerschgorin's theorem (cf. [42]) for the matrix $x I_{d}-A$ defines neighborhoods of its eigenvalues (the roots of $p$ ), which helps to analyze and to modify the iterations (cf. [21]).

[^31]:    ${ }^{43}$ The estimate is stated in 95 in the case where each family consists of precisely $d$ annuli with no overlap, but the proof supports the more general statement above.

[^32]:    ${ }^{44}$ One can also apply Alg. 23.1] to a polynomial $t(x)$ with subsequent evaluation of $p\left(v_{j}\right)=t^{\prime}\left(v_{j}\right)$ for all $j$ by means of the algorithm of [L76], [BS83].

[^33]:    ${ }^{45}$ See its extensions to multivariate MPE in [65, 48].

[^34]:    ${ }^{46}$ Remark 8.1 points out such links. The pioneering papers [15, [16] and the subsequent advanced works in [12, 5 ] explore the structure of the companion matrix of a polynomial. On root-finding via eigen-solving also see our papers by ourselves and with co-authors [85, 15, 16, 91, 102, 104, 103, 110, 111, 113]. For example, the paper [113] proposed, analyzed, and supported with the results of initial tests a number of non-trivial real polynomial root-finders of this kind.

[^35]:    ${ }^{47}$ We can compute the multiplicative inverse $\bar{h}_{1}$ by applying the extended Euclidean algorithm (cf., e.g., 89]), but it is not reliable in numerical implementation and produces an extraneous factor of $\log ^{2}(d)$ in the Boolean complexity bound. Such an alternative computation of the multiplicative inverse, however, does not require initialization and can be replaced by the equivalent task of solving a Sylvester linear system of equation, which has displacement structure of Toeplitz type. See [89, Chapter 5] and [136] for highly efficient solution of such linear systems.

