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INTRODUCTION

The forced convective transfer of momentum and heat is

frequently subject to a strong variation in local material prop-

erties, especially for working fluids with a high molecular

Prandtl number, typically involving steep near wall gradients

of temperature. The inherent disparity of smallest thermal

and dynamic length scales does not only seriously challenge

the spatial resolution, it also questions the commonly assumed

Reynolds analogy, relating the turbulent heat flux directly to

the turbulent flux of momentum. The present LES study par-

ticularly assesses three popular subgrid-scale models [1, 2, 3]

in capturing adequately the feedback of the variation of the

material properties on the turbulent motion near heated or

cooled walls. Data from highly resolved Direct Numerical Sim-

ulations (DNS) [4] are used for validation. Fully developed

turbulent pipe flow is considered as generic test configuration,

assuming a real-life coolant, a 50/50V ol% mixture of ethylene

glycol/water, with a molecular Prandtl number Prw = 10,

based on wall conditions. The strongly varying dynamic vis-

cosity significantly affects here the local molecular Prandtl

number and Reynolds number inducing either a tendency to

relaminarization or enhancement of turbulent mixing. Thus

far, rather few DNS and LES studies addressed this issue, ex-

amining mainly the effect of a temperature-dependent viscos-

ity on the turbulent flow field, while giving no or comparatively

little attention to the turbulent heat transfer [5, 6].

FORMULATION AND TESTED SGS-MODELS

The present LES solved the Favre-filtered conservation

equations of mass, momentum, and energy, generally written

in non-dimensional representation as
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respectively, using the pipe diameter D, the wall friction veloc-

ity wτ = (τw/%w)1/2, and friction enthalpy hτ = 〈qw〉/%wwτ
as reference scales. 〈qw〉 represents the imposed constant

average wall heat flux, which is positive/negative in the

heated/cooled case. U
+

= U/wτ = (ū+, v̄+, w̄+)T and

χ+ = (hw − h̄)/hτ represent the filtered non-dimensional ve-

locity vector in cylindrical coordinates and filtered enthalpy

difference to the wall value, respectively. The asterisked ma-

terial properties always refer to the corresponding wall val-

ues. Reτ = ρwwτD/µw and Prw = µwcp,w/λw denote the

Reynolds and Prandtl number based on wall conditions, re-

spectively. The terms f̃w = 4 ez and f̃χ = w+/ṁ∗ with

ṁ∗ = ṁ/D2π%wwτ enforce axial periodicity.

The computational domain is sketched in Figure 1. At the

wall, no-slip boundary conditions are assumed for the velocity,

U
+

= 0, and isothermal boundary conditions are imposed for

the instantaneous enthalpy difference, χ+ = 0, The near wall

resolution of the LES grid is ∆r+ = 0.29, R+∆ϕ = 8.8, and

∆z+ = 28.1 wall units in the radial, azimuthal, and axial

direction, respectively.

The unresolved subgrid-scale fluxes are modelled based on

the Boussinesq eddy viscosity/diffusivity concept

τdsgs = −2 ρ̃∗
ν∗sgs

Reτ
S̃
d
, qsgs = −

1

Reτ c∗p

ν∗sgs

Prsgs
∇χ̃+ (4)

with constant Prsgs = 0.5. Three popular models for the

subgrid-scale eddy viscosity ν∗sgs = νsgs/νw are tested: the

Smagorinsky (SMAG) [1], the Wall-Adapting Local Eddy Vis-

cosity (WALE) [2], and the Coherent Structure Model (CSM)

[3]. The Smagorinsky model (SMAG) enforces vanishing eddy

viscosity near the wall applying a Van Driest-type damping

function. CSM and WALE inherently provide this important

feature in their model formulation for ν∗sgs.

r,u

ϕ,v
wz,+− D

w<q  > =     const.

L=5D

Figure 1: Computational domain

RESULTS

We considered fully developed pipe flow at Reynolds num-

ber Reτ = 360 and molecular Prandtl number Prw = 10,
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based on wall conditions, specified by the average wall tem-

perature being always 〈Tw〉 = 344.8K. The wall is uniformly

heated/cooled by a wall heat flux 〈qw〉 = ±2 · 104W/m2,

respectively. Figure 2 compares the predicted first order statis-

tics against DNS, including also results from LES without

a sgs-model. CSM and WALE produce evidently very good

agreement with DNS over the whole y+-range, while the LES

with SMAG generally overestimates the velocity and under-

estimates the enthalpy difference. This discrepancy can be

explained by the total turbulent shear stress/heat flux, τ+
turb

=

−〈ρ̃∗u′+w′+〉 − τrz,sgs and q+
turb

= −〈ρ̃∗u′+χ′+〉 − qr,sgs,

which are consistently predicted too low/high, respectively,

near the wall for LES with SMAG, as exemplarily shown in

Figure 3 for the heated case. The accordingly higher/lower

laminar components translate into a faster/slower increase in

the axial mean velocity 〈w+〉 and mean enthalpy difference

〈χ+〉, respectively, seen for SMAG. CSM and WALE appar-

ently provide a small, but still essential subgrid-scale model

contribution, as indicated by the notable discrepancy of the

LES without sgs-model in Figure 2. The SMAG predicted

subgrid-scale eddy viscosity shown in Figure 4 appears as

fairly insensitive to the decrease/increase of the local Reynolds

number, as the molecular viscosity decreases/increases with

distance to the heated/cooled wall, while CSM and WALE

reasonably reflect this trend.
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Figure 2: Mean axial velocity and enthalpy difference vs. wall

distance y+, (H) heated case, (C) cooled case

CONCLUSIONS

For the considered operating liquid and flow condi-

tions, the approaches WALE and CSM are proven as well-

suited subgrid-scale models for capturing adequately the

dampened/enhanced turbulent convective transport near the

heated/cooled pipe wall. The SMAG model overly dissipates

the resolved small-scale motion instead. This deficit is not
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Figure 3: Turbulent fluxes of momentum and heat, heated

case

100 101 102

y+

10−6

10−4

10−2

100

〈ν
s
g
s
〉/
ν
w

CSM

heated

cooled

100 101 102

y+

WALE

100 101 102

y+

SMAG

Figure 4: Subgrid-scale eddy viscosity ν∗sgs = νsgs/νw vs. wall

distance y+

appropriately compensated by the modelled Van Driest-style

dampened subgrid-scale contribution, as otherwise seen for

WALE and CSM, which also need to model considerably less

unresolved small-scale content.
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INTRODUCTION

Boiling and condensation play an important role in many
applications. Only recently these phenomena have been in-
corporated in simulation model for two-phase flows, see for
instance [1] and [3]. Popular methods to simulate two phase
flows are levelset and volume of fluids methods. In these meth-
ods the moving, deformable interface is implicitly defined by a
marker function on a fixed Eulerian grid. Levelset (LS) meth-
ods are easy to implement, mathematically well posed, but
not strict mass conserving. Volume of Fluid (VOF) methods
are mass conserving but require fairly complex interface re-
construction. Combination of both methods are possible, see
for instance [7] and [8].

The main computational bottleneck in multi-phase simula-
tion is the solution of the Poisson equation for the pressure (or
pressure correction). Due to the density jump at the interface
fast Poisson solvers, (see e.g. [2]), which are very common in
single phase flow can not be implemented in a straightforward
manner.

During the COVID period a new high performance model
for boiling, condensation and cavitation has been developed

that uses a geometric VOF method for the interface capturing.
For the solution of the Poisson equation the method of [10] is
used, which is orders of magnitude faster than commonly used
iterative methods. With this new model computational time
are drastically reduced and are comparable to times needed
for single phase models.

GOVERNING EQUATIONS AND NUMERICAL METHOD

In the section we will describe the governing equations and
the computational method. For simplicity we will only con-
sider cubic cell, i.e. ∆x = ∆y = ∆z, the number off cells per
coordinate directions can be different. We will use a staggered
arrangement of the variables with the scalars in the center of
the cell and the velocity components at the faces. Further-
more, we will assume that thermodynamic properties are not a
function of temperature and pressure and thus constant within
the liquid and vapor phase.

For two-phase flows is convenient to introduce the mixture
quality x which is defined as the vapor mass fraction in a
computational cell divided by the total mass in the cell. The
mixture quality can be used to related the specific volume and
the enthalpy [4]

x =
v − vf

vg − vf
=

h− hf

hg − hf

. (1)

Here the subscript f denotes the liquid phase and the sub-

script g the vapor phase. The specific volume of the saturated
liquid vf and saturated vapor vg are only function of the ther-
modynamic pressure. The difference in the specific enthalpy

of the vapor hg and hf is often denoted as the latent heat of
evaporation hfg = hg − hf .

The equations for conservation of momentum and energy
read:

∂ρ

∂t
+

∂ρui

∂xi

= 0, (2)

∂h

∂t
+ ui

∂h

∂xi

= −

1

ρ

∂qi

∂xi

, with qi = −κ
∂T

∂xi

, (3)

where ρ is the density by definition equal to 1/v, ui the velocity
vector, h the enthalpy, T the temperature, qi the heat flux
vector and κ the thermal conductivity. For computational
cells that are complete filled with liquid (x = 0) or vapor (x =
1) the density ρ is assumed to be constant and the enthalpy
change dh can be replaced by cpdT where cp can have different
values for the liquid and vapor phase . For cells with x = 0 or
x = 1 the equations above reduce to:

∂ui

∂xi

= 0, (4)

∂T

∂t
+ ui

∂T

∂xi

=
κ

ρcp

∂2T

∂x2
i

. (5)

For cells that contain a mixture, 0 < x < 1, equation (2) can
be reformulated in terms of the specific volume v as

∂v

∂t
+ ui

∂v

∂xi

= v
∂ui

∂xi

, (6)

with help of the definition of the mixture quality x this can
be rewritten as:

∂x

∂t
+ ui

∂x

∂xi

=
v

vg − vf

∂ui

∂xi

. (7)

In a similar way the equation for the enthalpy (3) can be
written in terms of x as:

∂x

∂t
+ ui

∂x

∂xi

= −

v

hg − hf

∂qi

∂xi

. (8)

Thus it follows that

∂ui

∂xi

= −

vg − vf

hfg

∂qi

∂xi

. (9)

In an isothermal flow (qi =) this relation reduce to the well
known relation for incompressible flows.



COMPUTATIONAL PROCEDURE

The equations above are discretized on staggered mesh.
The interface between the liquid is tracked by a geometric
VOF method for the mixture quality x. A piece wise linear in-
terface reconstruction is used[5]. The normal vector needed for
the interface reconstruction are calculated with a least square
method over a 3 × 3 × 3 stencil. Surface tension effects are
implemented by the continuous surface force method, where
the curvature is calculated using the height function approach,
[9].

Mass conservation is ensured by a pressure correction
method. In this method the momentum equation (not given
here) is integrated in time from time t, denoted by superscript

n to time t + ∆t, denoted by superscript n + 1. The veloc-
ity after integration at t+∆t denoted by u∗

i does not satisfy
equation (4) or (9) and a correction has to be made via the
pressure pn+1

un+1

i
= u∗

i −∆t
1

ρn
∂pn+1

∂xi

→

∂

∂xi

(

1

ρn
∂pn+1

∂xi

)

=
1

∆t

∂u∗

i

∂xi

.

Due to the jump in density at the interface the Poisson equa-
tion can not be solved with a fast Poisson solver. Dodd &
Ferrante [10] propose the following approximation:

1

ρn
∂pn+1

∂xi

=
1

ρ0

∂pn+1

∂xi

+

(

1

ρn
−

1

ρ0

)

∂pn

∂xi

,

where ρ0 is a constant. The last term in the right hand side
is now at time level n and can be lumped in the momentum
equation. The resulting Poisson equation, (for more details
see [6]):

∂2pn+1

∂x2
i

=
ρ0

∆t

∂u∗

i

∂xi

,

can be solved by my means of a fast Poisson solver, see [2]

RESULTS

In Figure 1, we present four snapshots taken from a pool
boiling simulation. The geometry used is a Cartesian box with
512×512 points in the horizontal directions and 256 points in
the vertical direction. Initially the box is filled for 50% with
saturated liquid. At time (t = 0) a ring at the bottom of the
computational domain is heated and small vapor bubbles will
form which will rise due to buoyancy.
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[9]López, J. Zanzi, C., Gómes, P., Zamora, R., Faura, F., Hernández,

J., An improved height function technique for computing interface

curvature from volume fractions, Comput. Methods Appl. Mech.

Engrg, 198, 2555-2564.

[10]Dodd, M.S., Ferrante, A., A fast pressure-correction method for

incompressible two-fluid flows, J. of Comp. Phys., 273, 416-434.



WORKSHOP

Direct and Large-Eddy Simulation 13

October 26th-29th 2022, Udine, Italy

EFFECT OF VARIABLE DENSITY ON SUBGRID SCALES
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INTRODUCTION

Variable density flows are very common in nature, in tech-

nology and in industry. The numerical simulation of complex

flows of applicative interest and with relevant variable density

flows requires the truncation of turbulent scales of the resolved

velocity field, in order to reduce the required computational

resources. By this way the averaged field is computed using

the Reynolds averaged Navier-Stokes (RANS) equations, or

the filtered in space equations if the Large Eddy Simulation

(LES) approach is applied. Because of the non linearity of the

governing Navier-Stokes equations, a closure model is required

to represent the non resolved scales. The scales truncation ap-

plied to the mass conservation equation for compressible flows

should require a closure model also for the mass flux. To avoid

this, the Favre average [1] was introduced for the ensemble av-

eraged quantities in RANS, and it has been estended to filter

in space operator in LES [2]. The use of the Favre filter ap-

proach is prevalently preferred in LES of variable density flows.

The works of Boersma and Lele [3] and Sun and Lu [4], where

a subgrid scale (SGS) eddy viscosity model is added to the

density equation, and the paper of Sidhart and Candler [5],

where an equation for the unresolved density fluxes is solved,

constitute exceptions.

The filtered velocity u and the Favre filtered velocity

ũ = ρu/ρ represent two different physical variables with

different dynamics and evolution. The relation between them

is espressed by

ũ = u +
1

ρ
τ(ρ,u) (1)

where τ(ρ,u) = ρu−ρ u represents the subgrid mass flux. The

difference between the two velocities can be usually reasonably

ignored also in compressible flows, but this is not justified in

presence of strong density variation. Sidhart and Candler [5]

observed, in decaying turbulence, that the effects of small-scale

density gradient can affect the dynamics of large-scale veloc-

ity and vorticity. The difference between filtered and Favre

filtered quantities have to be taken into account also compar-

ing statistical quantities computed from LES with those one

from DNS or experiments.

Particularly noteworthy is the influence of Favre fitering in

the SGS modeling. Eddy viscosity type models are the most

diffused models in LES and the eddy viscosity hypothesis is

usually straightforward extended to model Favre filtered sub-

grid fluxes. This assumption is unjustified for compressible

flows in presence of strong density gradient, as discussed in

[8]. In [8] some additional terms are added to correctly com-

pute the subgrid stress tensor in function of the Favre filtered

velocity mantaining the eddy viscosity hypothesis.

The present research is finalised to analyse and to quantifie

the effect of variable density flows in a multiscale approach to

turbulence, focusing in particular the attention on the scale

interaction and on the turbulence modeling.

ANALYSIS OF A MIXING LAYER FLOW

The fields obtained by a previous direct numerical simula-

tion (DNS) of a turbulent compressible mixing layer of an ideal

gas [6, 7] has been analysed in the present work. The sketch

of the considered flow is represented in Figure 1. The compu-

tational domain has size Lx×Ly×Lz = 344×516×172. The

non dimensional parameter of the simualtion are Re = 160,

Pr = 0.7, Ma = 0.7, s = 2 where

Re =
ρ0∆Uδθ(0)

µ
, Ma =

√
∆Uρ0

γp0
, s =

ρ2

ρ1
. (2)

ρ0 = (ρ1 + ρ2)/2 is the mean initial density and δθ(0) is the

initial shear layer momentum thickness. The viscosity, the dif-

fusion, the thermal conductivity and the specific heat ratio are

assumed constants. Subgrid filtered and Favre filtered quan-

tities are computed applying box filter in space to the fields

obtained by the DNS. Three different filter size, as reported

in Table 1, have been considered.

The analysis demonstrates that relevant differences are

present between the filtered and the Favre filtered quantities,

particularly accentuated in high density fluctations regions.

As example, the root mean square of the SGS density fluc-

tuation is shown in Figure 2. The Figures 3 and 4 represent

the x, y component of the filtered strain rate Sxy and its the

difference (Sxy−S̃xy) respect to the Favre filtered one, respec-

tively. These images show a difference between the filtered

and Favre filtered strain rate with comparable magnitude of

the corresponding component. Moreover it is evident that

the more intense differences coincide with higher SGS density

fluctuations. This observation confirms that the eddy viscos-

ity hypothesis can not be straighforward extended to Favre

filterd velocity fields.
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∆x ∆ymin ∆ymax ∆z

DNS 0.67 0.34 1.36 0.67

small filter 2.68 1.36 5.44 2.68

medium filter 5.36 2.72 10.88 5.36

large filter 10.72 5.44 21.76 10.72

Table 1: Grid resolution for the mixing layer DNS and for the

filtered field.
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Figure 1: Geometry of the mixing layer previously simulated

in the DNS by Trane [6].

Figure 2: Root mean square of the sgs density fluctuations

from filtered DNS of a mixing layer.

Figure 3: Sxy component of the filtered strain rate from fil-

tered DNS of a mixing layer.

Figure 4: Difference (Sxy − S̃xy) between the filtered strain

rate and the Favre filtered strain rate xy component, from

filtered DNS of the mixing layer.
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INTRODUCTION

The ISIS Muon and Neutron source uses the spallation of

protons accelerated to 84 % of the speed of light to generate

neutrons at two tungsten targets clad in tantalum and cooled

by recirculating water. The neutrons are then moderated and

directed to a number of instruments that can measure the

diffraction and scattering of the neutrons with applications in

electronics and materials science.

The first target station has an operational lifetime of 5 years

with spallation products remaining in the target geometry,

while there is some egress of the spallation products after 18

months of use of target station 2. As the targets are encased

in a radiologically shield zones, we rely on numerical simula-

tions to understand the impact of various factors that could

contribute to the shorter operational lifetime of the second

target.

Studies have been performed that have examined residual

and beam induced stresses in the target and shell [1], radiation

damage [1], water hammer [1], flow induced erosion of tanta-

lum [2], hydrogen generation and accumulation in the coolant

via radiolysis, cavitation, and how they affect fatigue.

This work is part of the same effort in better understanding

the complex multi-physics phenomena occurring the target ge-

ometry and try to extend its life span. Particularly, the focus

is to understand the influence of the turbulent thermal fluc-

tuations on the thermal fatigue of the different materials that

compose the target.

TEST CASE DEFINITION

The second target station is a single piece of tungsten clad

in several pieces of tantalum with an overall radius of 0.034

m and length 0.3m (see Figure 1). Two coolant channels sit-

uated in the cladding feed cooling water around the nose of

the target. Each channel is 2 mm thick with an arched span of

around 40 mm, and a flow length of about 600 mm with two

long sections on either side of the target and a U-bend at the

nose of the target. Note that the span of the channel closer

to the head of the tungsten target tapers in the region of the

head resulting in a narrower channel with sloping sides.

Water is fed to each channel at a temperature of 33.3 °C,

a pressure of 6 bar and a flow rate of 45 l min−1, which re-

sults in a channel Reynolds number of around 23000, based

on the channel and a Prandtl number of 5.4. Constant fluid

properties (i.e. density, viscosity, etc ) have been assumed

despite the relatively large heat fluxes exchanged at the solid-

liquid interface. This is a consequence of the very relatively

large Reynolds number and quite low Richardson number that

point towards a pure force convection regime.

The heat arising in the target by the spallation and trans-

port of neutrons was obtained from a cylindrical model of the

second target station modelled by FLUKA [4, 5]. Polynomial

functions were used to approximate the heat distribution in

the target and the shell that could approximate the steady

state heat flux applied to the target by the pulsed beam.

MESH GENERATION AND NUMERICAL MODELS

The mesh comprised of about 22 million hybrid cells con-

structed from three parts with four regions modelled focussed

on the 148.5 mm closest to the nose of the target, where most

of the heat from spallation and neutron transport is released.

Two hexahedral meshes were used to modelled both the inner

and outer fluid channels plus about 0.5 mm of the cladding

surrounding the channels (16 cells over the wall depth). The

first node from either side of the solid-fluid interface at the wall

was 2 µm with a resolution of 32 by 128 nodes in the cross-

section of the fluid. There were 800 cells along the length

of the inner channel and 864 cells along the length of the

outer channel. The maximum values of y+ = 2.3 and the

T+ = 12.2 with respective mean values of 0.2 and 1. The

third part comprised two regions corresponding to the tung-

sten target (hexahedrally meshed) and the tantalum cladding

(hybrid meshing due to the overlapping of the two channels)

and contained 16 million cells. The meshes were the joined us-

ing the meshing procedures of Code Saturne and conjugate heat

transfer was modelled using an “internal coupling” procedure.

Two further meshes have also been generated using the

meshing strategy to refine the near wall resolution. The

meshes have 100 and 700 million cells with a maximum y+ ≈ 1

and y+ ≈ 0.2 respectively, bringing down the final T+ ≈ 1 for

the finer mesh

Conjugate heat transfer in the target was modelled using

version 7 of Code Saturne [3]. The simulations were performed

using the open-source finite volume software Code Saturne,
which is developed and maintained by EDF R&D. The code



is second order accurate in space and time and the velocity-

pressure coupling is ensured through a prediction/correction

method based on a SIMPLEC algorithm. The filtered, in-

compressible Navier-Stokes equations are resolved and the

sub-grid terms are modelled using the a Smagorinky model.

Reconstruction of the turbulent fluctuations at the inlet has

been carried our using a Synthetic Eddy Method (SEM)

RESULTS

Profiles of the instantaneous heat flux and temperature are

plotted in Figures 2 and 5. Two other turbulence models

available inCode Saturne were also selected for benchmarking

purposes. These were the k-ω SST and the elliptic blend-

ing Reynolds stress model (EBRSM). The LES results are

obtained on the coarser mesh. There are some noticeable dif-

ferences between LES and RANS, with the LES showing large

heat fluxes in the corner region of the channel whereas RANS

identify the central part of the target as the most active zone

Further refinement results, that will be presented at the con-

ference, will be used to confirm the different trends between

LES and RANS and particularly will be used to check the

areas of larger temperature fluctuations that might have an

impact on the thermal fatigue.
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Figure 1: Configuration of target station two of the ISIS Muon

and Neutron Source
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Figure 2: Profiles of the instantaneous heat flux on the solid

side of the inner wall of the inner channel at the nose of the

target
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Figure 3: Profiles of the instantaneous heat flux on the fluid

side of the inner wall of the inner channel at the nose of the

target
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Figure 4: Profiles of the instantaneous temperature on the

solid side of the inner wall of the inner channel at the nose of

the target
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Figure 5: Profiles of the instantaneous temperature on the

fluid side of the inner wall of the inner channel at the nose of

the target
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INTRODUCTION

Numerical schemes used for spatial discretization of dif-

ferential equations introduce associated implied filtration. In

Large Eddy Simulations (LES) such a filter implied by the

numerical scheme represents an implicit LES filter. Knowing

the explicit form of this numerical filter enables to partially

recover by approximate deconvolution the numerically implied

filter. The deconvolved velocity field can be used to evaluate

subfilter stresses. As shown by Geurts and van der Bos [1] any

finite difference scheme can be understood as an exact differ-

entiation of the filtered function with a filter characterized

by a filter kernel composed of top-hat filters. This reason-

ing can readily be extended to implicit compact differencing.

Hence, for any explicit or implicit finite differencing scheme

of arbitrary order we may apply a deconvolution procedure to

recover part of the subfilter scales eliminated by the implicit

filter induced by the numerical scheme. In this work, we show

the results of such a deconvolution for second-order central fi-

nite differences and sixth-order compact differences. As a test

case, two-dimensional decaying turbulence is studied. Special

attention will be given to the importance of the filter kernel

discretization in relation to the quality of the deconvolution

procedure.

APPROXIMATE DECONVOLUTION OF INDUCED FILTERS

Consider a general finite difference method for numerically

approximating the first-order partial derivative of a function

u in one spatial dimension given by

δxu(xi) =
1

h

m∑
j=−n

ajui+j (1)

where we denoted ui+j = u(xi+j), i.e., the solution in the

point xi+j of the grid {xk}. For convenience we restrict to

discretization on a uniform grid with grid spacing h, and adopt

a general stencil ofm+n+1 nodes, defining the stencil [−n,m].

The implied filter L can be related to the discretization

weights and expressed in terms of a series of explicit top-hat

filters [1]. It can be expressed as a weighted average of skewed

top-hat filters of width h

L(u(xi)) =
m∑

j=−n+1

bj

( 1

h

∫ xi+jh

xi+(j−1)h
u(η)dη

)
(2)

where

bj =
m∑
i=j

ai, j = −n+ 1, . . . ,m (3)

To specify the implied filter (2) on a numerical mesh, the in-

tegral in (2) should be approximated. Several possible quadra-

ture rules can be selected to approximate L - here we consider

the trapezoidal rule, the Cavalieri-Simpson rule [2] and the

Fourier series approximation [3], for periodic problems.

We start the analysis by selecting the trapezoidal rule for

the numerical integration in (2), which implies

L(u(xi)) =

m∑
j=−n+1

bj
ui+j−1 + ui+j

2
(4)

Rearranging the sum one can arrive at the discrete form of the

implied filter

m∑
j=−n+1

bj
ui+j−1 + ui+j

2
=

=
b−n+1

2
ui−n +

m−1∑
j=−n+1

bj + bj+1

2
ui+j +

bm

2
ui+m ≡ (5)

≡
m∑

j=−n

G
(−n,m),tr
j ui+j

with the discrete filter kernel defined as

G
(−n,m),tr
−n =

b−n+1

2

G
(−n,m),tr
j =

bj + bj+1

2
for j = −n+ 1, . . . ,m− 1 (6)

G
(−n,m),tr
m =

bm

2

Here, the superscript ‘tr’ is used to emphasize that the discrete

filter adopts the trapezoidal rule for integration.

Knowing the discrete form of the implied filter kernel its

approximate inverse can be found. First, Wiener [5] type

inverse filtering will be considered, focussing attention to peri-

odic problems in the domain 0 < x < 1. Taking Fourier series

of the discrete filter kernel over the computational domain

Ĝ
(−n,m),tr
k =

1

N

N−1∑
i=0

G
(−n,m),tr
i e−2πikxi ; k = −K, . . . ,K

(7)



where i =
√
−1 and N = 2K + 1 is the odd number of mesh

points, the inverse filter kernel in Fourier space is defined as

Q̂
(n,m),tr
k =

1

Ĝ
(−n,m),tr
k N2

(8)

and the inverse filter kernel in physical space is found by the

inverse Fourier transform

Q
(−n,m),tr
i =

K∑
k−K

Q̂
(−n,m),tr
k e2πikxi ; i = 0, . . . , N − 1 (9)

An analogous procedure to discretize the filter kernel can

be applied using more precise methods of integration in Eq.

(2). Examples include Simpson-Cavalieri [2] with parabolic

interpolation, higher order Lagrange polynomials or, in the

periodic test case under consideration, Fourier series. In the

present paper trapezoidal, Simpson-Cavalieri and Fourier se-

ries methods are compared for the case of compact differences.

The discrete form of the filter kernel induced by the numerical

scheme and its inverse enables the subfilter stress tensor [4] to

be expressed as

τij = G [Q (ui)Q (uj)]− uiuj (10)

where ui, uj denote the resolved velocity components and

G and Q general filtration in two dimensions with the filter

corresponding to the numerical scheme and its inverse, re-

spectively. We will investigate LES that employs Eq.(10) as

sub-filter stress tensor model.

SAMPLE RESULTS

The initial field has been obtained following the method

proposed by San and Staples [6]. Two-dimensional freely de-

caying incompressible flow on a square domain of length 2π

and with periodic boundary conditions has been taken into

consideration. The initial energy spectrum is assumed to be

E (k) =
as

2

1

kp

(
k

kp

)2s+1

exp

[
−

(
s+

1

2

)(
k

kp

)2
]

(11)

where s is a shape parameter assumed to be equal 3 and

where as =
(2s+1)s+1

2ss!
. The maximum value of initial energy

spectrum is obtained for kp = 12.

The LES calculations were performed on a mesh 257x257

using central finite differences of second-order and compact

differences of 6th order. Direct Numerical Simulations (DNS)

were performed on the mesh 1025x1025 with a Fourier spectral

method [3]. Pressure and velocity coupling was realised by the

projection method. The time integration is conducted with

fourth order Runge-Kutta method[4].

Figure 1 shows the energy spectra obtained by the use of the

6th order compact differences for spatial discretization with

the subfilter stress tensor evaluated on the basis of the decon-

volved velocity field using different methods to discretize the

combined top-hat filters induced by the numerical scheme. As

a reference the DNS results are also presented as well as the

results obtained on the LES mesh without subfilter model. It

is seen that the mesh used for LES is not sufficiently fine to

capture the smallest scales as energy accumulation is observed

near the grid cut-off wave number. On the other hand it can be

observed that the proposed models based on the deconvolved

velocity fields perform well delivering an appropriate amount

Figure 1: Energy spectra, DNS-direct numerical simulation,

LES-DFI - Fourier series used for integration, LES-DSI -

Simpson-Cavalieri method, LES-DTI - trapzoidal rule, LES-

NMCD6 - simulations without any subfilter model, Re=4000

of energy dissipation. It is worth noting that accuracy of the

induced filter discretization is crucial for the quality of the

subfilter model as the best agreement with the DNS results is

obtained by the use of Fourier series to form the filter kernel.

CONCLUSIONS

A new deconvolution method to recover the scales filtered

by the spatial discretization scheme is proposed. It is shown

that for each explicit and implicit finite difference method a

dedicated filter kernel can be formed and its inverse can be

applied to find an unfiltered velocity field to evaluate the sub-

filter stress tensor. An extension to non-periodic problems is

subject of current research, as is extension to 3d.
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INTRODUCTION

In a recent study [1], the authors have proposed a new so-

lution filtering technique for direct and large-eddy simulation

(DNS/LES). This method can represent both the molecular

and artificial viscosity. It is particularly easy to code in a con-

ventional finite-difference framework where only the scheme

coefficients have to be designed to ensure the expected dissi-

pation. The main strength of this “viscous filtering” technique

lies in its numerical stability features. In this sense, it can be

considered as a simple and computationally efficient alterna-

tive to implicit time integration of the viscous term.

The concept of viscous filtering and its advantages in the

context of DNS/LES are presented in [1]. However, as a limita-

tion of the technique, only the case of a regular mesh has been

addressed. It was a way to design the coefficients for ensuring

favourable spectral features defined in the Fourier space. In

particular, the accuracy conditions are derived through Tay-

lor’s expansions expressed in wavenumbers.

The purpose of this contribution is to extend this viscous

filtering technique to non-regular meshes. This generalization

requires to express the expected features in the physical space

in order to obtain the various relations to reach a given order

of accuracy. The principles of these developments are first

presented. Then, a preliminary validation is shown for the

Burgers equation. Finally, to assess the method in a DNS/LES

context, the case of a transitional boundary layer is considered

with the use of a highly stretched mesh in the near-wall region.

METHODOLOGY

To present the general ideas of the approach, let us consider

the simple one-dimensional equation

∂u

∂t
= F (u) + ν

∂2u

∂x2
(1)

where u(x, t) is the solution and ν the constant molecular vis-

cosity. The basic principle of the method is to split the time

advancement into two steps with

u∗ = un +

∫ tn+∆t

tn

F (u) dt (2)

un+1 = ũ∗ (3)

with un = u(x, tn) and un+1 = u(x, tn+∆t). Step (2) consists

in the time advancement of the inviscid version of equation (1)

where the integral can be evaluated for instance by an Adams-

Bashforth scheme. Step (3) corresponds to the application of a

spatial filter denoted .̃ to restore the influence of viscosity. For

simplicity, the splitting error is ignored here, but it has been

shown in [1] that this error is negligible for typical DNS/LES

while being removable if necessary.

The spatial discretization is based on a stretched mesh xi =

h(si) where si = (i−1)∆s corresponds to regularly distributed

nodes on the computational coordinate s. This coordinate

transformation enables to write successive derivatives as

∂u

∂x
= g

∂u

∂s

∂2u

∂x2
= g2 ∂

2u

∂s2
+ gg′

∂u

∂s

∂3u

∂x3
= g3 ∂

3u

∂s3
+ 3g2g′

∂2u

∂s2
+
(
g2g(2) + gg′2

) ∂u
∂s

∂nu

∂xn
= gn

∂nu

∂sn
+ ... (4)

where g = 1/h′. To mimic the contribution of this viscous

term in step (3), a finite-difference filter scheme of the form

αpũi+1 + ũi + αmũi−1 = aui +
bp

2
ui+1 +

bm

2
ui−1

+
cp

2
ui+2 +

cm

2
ui−2 (5)

is used where ui = u(xi, t). As it is usual in a finite-difference

framework, Taylor’s expansion in space

ui+k = ui +

n∑
p=1

(k∆s)p

p!

∂pu

∂sp

∣∣∣
i

+O(∆sn+1)

∂qu

∂sq

∣∣∣
i+k

=
∂qu

∂sq

∣∣∣
i

+

n∑
p=1

(k∆s)p

p!

∂p+qu

∂sp+q

∣∣∣∣
i

+O(∆sn+1) (6)

provides relation orders in ∆sn between the coefficients

(αp, αm, a, bp, bm, cp, cm) in (5). Then, by Taylor’s expansion

in time

ũi = ui + ∆t
∂u

∂t

∣∣∣
i

+
∆t2

2

∂2u

∂t2

∣∣∣∣
i

+
∆t3

3!

∂3u

∂t3

∣∣∣∣
i

+O(∆t4) (7)

while switching the time derivative by their spatial counter-

parts requiring that step (3) has to match a purely diffusive

equation with

∂u

∂t
= ν

∂2u

∂x2
,
∂2u

∂t2
= ν2 ∂

4u

∂x4
,
∂3u

∂t3
= ν3 ∂

6u

∂x6
(8)



expansion (7) can also be written as

ũi = ui + F∆s2
∂2u

∂x2

∣∣∣∣
i

+
F 2∆s4

2

∂4u

∂x4

∣∣∣∣
i

+
F 3∆s6

3!

∂6u

∂x6

∣∣∣∣
i

+O(F 4∆x8) (9)

where F = ν∆t
∆s2

is the Fourier number based on the constant

cell ∆s. To enable an identification between the relation or-

ders given by (6) and (9) in the scheme (5), a conversion

of the spatial derivatives from x to s is required. This can

be done easily through relations (4) so that a 7 × 7 sys-

tem MX = N can be obtained where the component of

X = (αp, αm, a, bp, bm, cp, cm)T are the unknown scheme co-

efficients of (5) which are function of F , g and its successive

derivatives. This system can be solved analytically (using a

symbolic calculation tool) leading to extremely long expres-

sions for each coefficient. More conveniently, the same can be

done numerically up to the machine accuracy before starting

the simulation.

RESULTS

To assess this new type of filter scheme, Burgers’ equation

has been solved, namely F (u) = u∂u/∂x in (1). As explained

in the previous section, every time step, the inviscid Burger

equation is solved and then, the viscous filter scheme (5) is

applied on the discrete solution to restore the influence of the

viscosity. A time interval after the shock formation is com-

puted and the solution is compared to its exact counterpart.

The mesh, composed of N nodes, is regular when using the

initial scheme given in [1] whereas the mesh is stretched in

the shock region when using the new scheme developed here.

The sixth-order version is assessed, namely the highest-order

enabled by scheme (5) because of its compact stencil.

As expected, at low resolution using a regular mesh, the

solution is subjected to Gibbs’ phenomenon, leading to un-

physical grid-to-grid oscillations in the near-shock region as

exhibited in figure 1-top. This problem can be fixed through

the increase of the resolution everywhere in the domain, which

is computationally inefficient. Alternatively, the use of a

stretched grid enables us to remove the unphysical oscillations

without any increase of the computational cost (see figure 1-

top for N = 64).

The numerical convergence analysis is based on the com-

putation of L∞ to estimate the numerical error defined by

reference to the exact solution. Figure 1-bottom shows that

the expected sixth-order is correctly recovered for both the

regular and non-regular meshes, but only at high resolution

for the former as the signature of the Gibbs phenomenon at

low resolution. The spectacular increase of the accuracy pro-

vided by the use of a stretched mesh can be observed, with

for the two largest stretching parameters β = (0.05, 0.025), a

reduction by more than 2 orders of magnitude of the maxi-

mum error located near the shock. For a constant error, the

computational saving corresponds to a factor of about 8 by

comparison to a regular mesh. These preliminary results sug-

gest that the concept of viscous filtering has been successfully

generalized for non-regular meshes.

In the final paper, the use of the sixth-order version of

this new scheme will be presented for performing LES of a

spatially-evolving boundary layer subjected to bypass transi-

tion. For this demanding flow configuration, the mesh is highly
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Figure 1: Computation of a shocked Burgers’ solution. Top:

solution at t = 0.05. Bottom: evolution of L∞ with the num-

ber N of mesh nodes.

Figure 2: LES of bypass transition of a boundary layer [2].

Maps of longitudinal and spanwise velocities at y = 1 and

z = 1 respectively. Q-criterion isosurface Q = 0.005 in grey.

stretched at the wall requiring to use an implicit time integra-

tion of the viscous term. Here, because this terms is removed

and replaced by viscous filtering, which is essentially explicit,

its benefit will be discussed in terms of code simplification,

numerical stability and computational saving.
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chloe.mimeau@cnam.fr
2 DynFluid Laboratory, Conservatoire National des Arts et Métiers, 2 rue Conté Paris 75003, France,

INTRODUCTION
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in porous media, Brinkman penalization, numerical compari-

son with semi-Lagrangian vortex method

The presence of porous layers around solid bodies modi-

fies the flow behavior at the solid-porous-fluid interface. In

nature, porous media are known for their flow regularization

properties (e.g. forest canopy, velvet-like feathers under bird

wings, ...) and the use of porous coatings at the surface of solid

obstacles immersed in a fluid flow has been employed across

several areas to change the flow dynamics. Modeling flows in

porous media therefore appears as a real issue to design and

simulate passive flow control strategies. In lattice Boltzmann

methods, the treatment of fluid flows in porous media can be

carried out with different types of boundary conditions. In

the present work, the Brinkman penalization method [1] is

used. This approach models the porous medium by adding

a forcing term including the porosity and the permeability

of the medium. The Brinkman penalization holds for the

whole domain, it is local and has a negligible computational

cost. This strategy, recently used with LBM to model complex

diffusion in porous media [2], has also been successively ap-

plied in the context of semi-Lagrangian vortex methods [5] for

the discretization of incompressible Brinkman-Navier-Stokes

equations. The present work therefore proposes a numeri-

cal comparison between two alternative and non-traditional

methods, namely a mesoscopic approach (the lattice Boltz-

mann method, denoted LBM in the following) and a hybrid

Eulerian-Lagrangian macroscopic one (the semi-Lagrangian

vortex method, denoted VM in the following), in their ability

and efficiency to simulate the flow around a porous body with

the Brinkman penalization technique. As enhanced by the

authors in [4], the LBM and VM methods belong to families

of methods where the flow is discretized in a non-macroscopic

way and where the notion of particles is a common aspect.

They therefore show structural similarities and have been also

shown in this study to present their own advantages, like the

low-dissipative and low-dispersive properties of the VM and

the high accuracy at fine grid resolutions and the convergence

order of LBM. Further comparisons of these two approaches

are here proposed in the context of porous flow simulations.

THE BRINKMAN PENALIZATION

The Brinkman penalization technique has been introduced

to model the presence of a porous body [7]. The idea is to add

a body force in the macroscopical equation set. This body

force takes into account the Reynolds number and the Darcy

number and writes. The adimensionalized formulation of the

forcing term is given by:

Fp = −
ϕ

ReDa
u (1)

where, ϕ, the porosity of the immersed body, has to be close to

1 [8]. This macroscopic formulation takes different implemen-

tation strategies for Vortex method and Lattice Boltzmann

Methods.

Implementation in the VM framework

In the VM context, we solve the incompressible Navier-

Stokes equations in their adimensionalized velocity(u) -

vorticity(ω) formulation. Adding the Brinkman penalization

forcing term in these equations gives the so-called penalized

Vorticity-Transport-Equation:

∂tω + (u · ∇)ω − (ω · ∇)u =
1

Re
∆ω +∇× Fp (2)

∆u = −∇× ω, (3)

Such equations allow to model the flow in the whole do-

main thanks to the dimensionless penalization coefficient

−ϕ/ReDa. Indeed, at a given Re number, varying the value

of Da thus directly defines the different media: in the fluid,

the permeability goes to infinity, thus the fluid can be con-

sidered as a porous media with infinite permeability meaning

that the penalization term vanishes. For regions with finite

values of Da, one models a porous medium in which the flow

has a Darcy velocity.

In the present VM framework, the system of equations (2)-

(3) is solved with a fractional step technique (where the diffu-

sive, convective and stretching effects are handled successively

within one time step) and by using a semi-Lagrangian ap-

proach where the convection of the vorticity field is performed

in a Lagrangian way and all the other substeps are resolved on

a grid using classical Eulerian schemes (FD, spectral) thanks

to the regular remeshing of the Lagrangian particles on the

grid. The resolution of the penalization equation ∂tω = ∇×Fp



is one of the fractional step of the global algorithm, and such

equation is solved on the grid with an implicit Euler scheme

for time integration and FD scheme for the discretization of

the curl operator :

ωn+1 = ωn +∇×
(
−λχ∆t un

1 + λχ∆t

)
(4)

Implementation in the LBM framework

The LBM model used for this comparison is based on the

D3Q19 incompressible formulation of the Multiple Relaxation

time [3]. The implementation of the MRT model is based on

a collision step done in the momentum space:

 mcoll = m− S(m−meq) + (1−
dt

2
)SMS

g(x, t) = M−1mcoll(x− cαdt, t− dt)

(5)

where the matrix M, transforms the distribution functions

g into moments m and meq is computed from the standard

second order equilibrium distribution function. The diagonal

matrix S contains the relaxation rates associated to each mo-

ments to optimize numerical stability [3]. The source term

S is computed according to the standard Guo formulation [6]

and include the body force (1):

Sα = ωα

[
cα − u

c20
+

(cα · u)cα
c40

]
· Fp (6)

Then the source term is included in the mesh concerned by

a porous body and are removed in the main flow mesh.

APPLICATION TO FLOW OVER A POROUS SPHERE

Figure 1: (a) Sketch of the flow configuration depending on

the permeability (Da). Xr denotes the penetration or detach-

ment length of the recirculation region and Lr denotes the

recirculation length (notation and sketch inspired from [9]).

(b) Computational domain.

The test case of the steady and axisymmetric flow past a

permeable sphere at Re = 200 is here chosen to validate the

Brinkman penalization implementation in the LBM and VM

frameworks and to compare the two approaches in terms of

numerical convergence, precision and ability to capture the

correct physics of such flow.

Concerning the expected physics, previous studies (e.g. [9])

demonstrated that, increasing the permeability (i.e. the Da

number) of the immersed body, the recirculation region first

penetrates inside the body (at the rear) and is then shifted

downstream and shrinked until it finally disappears for high

permeability values (see Fig. 1(a)).

Based on the very recent work of Ledda [9], used here

as a reference, we will validate our methods on the partic-

ular case of flow past a permeable sphere at Re = 200 with

Da = 10−3 and Da = 10−2, for which we expect to observe

the recirculation region entering the rear back of the sphere

with Da = 10−3 and its disappearing for Da = 10−2. The

direct numerical simulations will be performed in the physical

domain represented in Fig. 1(b) and a grid convergence study

will be carried out based on the following meshes:

G1 80× 32× 32

G2 160× 64× 64

G3 320× 128× 128

G4 640× 256× 256

G5 1024× 512× 512

Further simulations at higher Re numbers (Re ∼ O(103)) for

the sphere case will also be proposed for G5 resolution through

the two methods in order study more complex physics and to

envision the effects of permeability on chaotic wakes.
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INTRODUCTION

Buoyancy-driven flows have always been an important sub-

ject of scientific studies with numerous applications in environ-

ment and technology. The most famous example thereof is the

thermally driven flow developed in a fluid layer heated from

below and cooled from above, i.e. the Rayleigh-Bénard con-

vection (RBC). It constitutes a canonical flow configuration

that resembles many natural and industrial processes, such as

solar thermal power plants, indoor space heating and cooling,

flows in nuclear reactors, electronic devices, and convection in

the atmosphere, oceans and the deep mantle.

In the last decades significant efforts, both numerically and

experimentally, have been directed at investigating the mecha-

nisms and the detailed scaling behavior of the Nusselt number

as a function of Rayleigh and Prandtl numbers in the general

form Nu ∝ RaγPrβ . In this regard, Figure 1 shows the pre-

dictions of the Nu-number based on the classical Grossmann-

Lohse (GL) theory [1] and its subsequent corrections [2, 3]

where different scaling regimes, characterized by their corre-

sponding exponents γ and β, are identified. Assuming this

power-law scalings and following the same reasonings as in

Ref. [4] leads to the estimations for the number of grid points

shown in Figure 2 (top). This corresponds to mesh resolu-

tion requirements for DNS and clearly explain why nowadays

DNS of RBC is still limited to relatively low Ra-numbers.

However, many of the above-mentioned applications are gov-

erned by much higher Ra numbers, located in the region of

the {Ra, Pr} phase space where the thermal boundary layer

becomes turbulent (see the black dash-dotted line in Figure 2).

This region corresponds to the so-called asymptotic Kraichnan

or ultimate regime of turbulence, with γ = 1/2. On the other

hand, reaching such Ra-numbers experimentally while keeping

the basic assumptions (Boussinesq approximation, adibatic-

ity of the closing walls, isothermal horizontal walls, perfectly

smooth surfaces...) is a very hard task; therefore, the obser-

vation of the Kraichnan regime also remains elusive [2, 3].

LES OF BUOYANCY-DRIVEN TURBULENCE

In this context, we may turn to LES to predict the large-

scale behavior of incompressible turbulent flows driven by

buoyancy at very high Ra-numbers. In LES, the large-scale

motions are explicitly computed, whereas the effects of small-

scale motions are modeled. Since the advent of CFD, many

subgrid-scale (SGS) models have been proposed and success-
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Figure 1: Estimation of the Nusselt number of a RBC in the

{Ra, Pr} phase space given by the classical GL theory [1] and its

subsequent corrections [2]. Green solid isolines represent the log10

of the Nusselt. Three dashed horizontal lines correspond to three

different working fluids: water (Pr = 7), air (Pr = 0.7) and liquid

sodium (Pr = 0.005). Black dash-dotted line is an estimation for

the onset of turbulence in the thermal boundary layer.

fully applied to a wide range of flows. However, there still exits

inherent difficulties in the proper modelization of the SGS heat

flux. This was analyzed in detail in the PRACE project enti-

tled ”Exploring new frontiers in Rayleigh-Bénard convection”

(33.1 millions of CPU hours on MareNostrum4 in 2018-2019),

where DNS simulations of air-filled (Pr = 0.7) RBC up to

Ra = 1011 were carried out using meshes up to 5600M grid

points (see dots displayed in Figure 2, top). These results

shed light into the flow topology and the small-scale dynamics

which are crucial in constructing the turbulent wind and en-

ergy budgets [5]. Moreover, it also provided new insights into

the preferential alignments of the SGS and its dependence with

the Ra-numbers [6], highlighting that the modelization of the

SGS heat flux is the main difficulty that (still) precludes reli-

able LES of buoyancy-driven flows at (very) high Ra-numbers.

This inherent difficulty can be by-passed by carrying out simu-

lations at low-Prandtl numbers. In this case, the ratio between

the Kolmogorov length scale and the Obukhov-Corrsin length

scale (the smallest scale for the temperature field) is given by

Pr3/4; therefore, for instance, at Pr = 0.005 (liquid sodium)

we have a separation of more than one decade. Hence, it is

possible to combine an LES simulation for the velocity field

(momentum equation) with the numerical resolution of all the
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Figure 2: Estimation of the mesh sizes for DNS (top) and LES

(bottom) simulations of RBC in the {Ra, Pr} phase space. LES

estimations assume that thermal scales are fully resolved, i.e. no

SGS heat flux model is needed. Green solid isolines represent the

log10 of the total number of grid points. Three dashed horizontal

lines correspond to three different working fluids: water (Pr = 7),

air (Pr = 0.7) and liquid sodium (Pr = 0.005). Dots displayed on

top of these lines correspond to the DNS simulations carried out in

previous studies [4, 5, 6]. Black dash-dotted line is an estimation

for the onset of turbulence in the thermal boundary layer.

thermal scales. Results obtained in Ref. [6] suggest that ac-

curate predictions of the overall Nu can be obtained with

meshes significantly coarser than for DNS (e.g. in practice

for Pr = 0.005 we can expect mesh reductions in the range

102-103 for the total number of grid points). This can be

clearly observed in Figure 2 (bottom), where estimations of

the mesh size for LES are given with the assumption that

thermal scales are fully resolved. This opens the possibility to

reach the ultimate regime carrying out LES at low-Pr using

meshes of 1010-1011 grid points. Nevertheless, to do so, we

firstly need to combine proper numerical techniques for LES

(also DNS) with an efficient use of modern supercomputers.

NUMERICAL METHODS AND ALGORITHMS FOR LARGE-

SCALE SIMULATIONS ON MODERN SUPERCOMPUTERS

The essence of turbulence are the smallest scales of motion.

They result from a subtle balance between convective trans-

port and diffusive dissipation. Mathematically, these terms

are governed by two differential operators differing in sym-

metry: the convective operator is skew-symmetric, whereas

the diffusive is symmetric and negative-definite. At discrete

level, operator symmetries must be retained to preserve the

analogous (invariant) properties of the continuous equations:

namely, the convective operator is represented by a skew-

symmetric matrix, the diffusive operator by a symmetric,

negative-definite matrix and the divergence is minus the trans-

pose of the gradient operator. In our opinion, this is the first

requirement for reliable DNS and LES simulations. Further-

more, these (large-scale) simulations should run efficiently on

the variety of modern HPC systems (CPUs, GPUs, ARM,...)

while keeping the code easy to port and maintain.

In this regard, a fully-conservative discretization for collo-

cated unstructured grids was proposed [7]. It exactly preserves

the symmetries of the underlying differential operators and is

based on only five discrete operators (i.e. matrices): the cell-

centered and staggered control volumes (diagonal matrices),

Ωc and Ωs, the face normal vectors, Ns, the cell-to-face inter-

polation, Πc→s and the cell-to-face divergence operator, M.

Therefore, it constitutes a robust approach that can be eas-

ily implemented in existing codes such as OpenFOAMR© [8].

Then, for the sake of cross-platform portability and opti-

mization, CFD algorithms must rely on a very reduced set

of (algebraic) kernels [9] (e.g. sparse-matrix vector product,

SpMV; dot product; linear combination of vectors). Results

showing the benefits of symmetry-preserving discretizations

will be presented together with novel methods aiming to keep

a good balance between code portability and performance. In

particular, results of DNS and LES results of RBC at dif-

ferent Ra will be presented focusing of the feasibility of the

developed LES technology to give accurate predictions of the

above-explained Nu-vs-Ra scalings. Comparison with DNS

results and with the classical GL theory will be conducted.
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INTRODUCTION

The rising energy demand of emerging countries will con-

tinue to cause coal to play an essential role in the supply of

electricity in the coming years. However, coal is considered

an environmentally harmful fuel that releases large amounts

of greenhouse gases and pollutants during firing. Measures

must therefore be taken to improve Pulverized Coal Combus-

tion (PCC) and reduce emissions. Numerical simulations have

become increasingly important for the detailed understanding

of PCC in recent years. Combustion models for gaseous com-

bustion were extended to describe PCC. Among these models,

the flamelet model [1] has proven to be a precise model that

can represent detailed chemical mechanisms with low compu-

tational effort. The flamelet/progress variable (FPV) model

by Pierce and Moin [2] is an extension of this model, in which a

progress variable is used as trajectory variable. This model has

been widely applied to PCC simulations. In order to describe

the important processes in coal gasification, devolatilisation

and char burn-up, flamelet models with two mixture frac-

tions Z were developed. However, it is difficult to stabilise

the pulverized coal flame itself, which is why an additional

pilot gas stream is usually used. This additional fuel stream

makes strong assumptions necessary, i.e. assuming that char

reactions do not take place or assuming the pilot gas to be

modelled as volatile gas. A complex extension of the 2Z-

flamelet model was the 3Z-flamelet model by Wen et al. [3],

which offers the possibility to describe all three fuel streams

with moderate computational effort. New measures to reduce

i.e. CO2 emissions, require the admixture of additional fuels.

A promising measure of continuing to operate coal-fired power

plants in the future and drastically reducing CO2 emissions is

the co-firing of coal and ammonia. This relatively new method

has not yet been widely investigated, and there are hardly any

numerical studies on it. Difficulties that arise in the numer-

ical simulation of co-firing are caused by the additional fuel

stream ammonia. Four mixture fractions would now have to

be considered as fuel streams (volatiles, char-off gases, pilot

gas, ammonia) in order to describe the co-firing with a sta-

bilizing pilot stream in detail. In a previous study [4], the

co-firing was already investigated numerically and the first

LES with a detailed chemical description was delivered. In this

study, char-off gases were neglected and a 3Z-flamelet model

was used. In the present study, a flamelet model based on a

flamelet/progress variable (FPV) approach will be presented,

which represents four mixture fractions and thus considers all

necessary fuel streams for an accurate description of co-firing

of coal and ammonia with stabilizing pilot stream - volatiles,

char-off gases, pilot gas, and ammonia.

FLAMELET MODELING

For piloted pulverized coal and ammonia co-firing, four fuel

streams exist, resulting from 1) the pilot stream, 2) the NH3

and air stream, and 3) and 4) the volatile matter and the char,

from the coal particles. To characterize the mixing between

the four fuel sources and oxidizer (ox) (ambient air), four mix-

ture fractions Zj = Yj/(Yox + Yvol + Ychar + Yammo + Ypil)

are needed, indicated by j ∈ {pil, ammo, vol, char} for the

pilot stream, the ammonia stream, the volatile stream, and

the char gases. Following the approach of Wen et al. [3], a co-

ordinate transformation is used to avoid numerical problems.

The newly introduced parameters (Z,A,B,C) are as follows:

Z = Zpil + Zvol + Zammo + Zchar (1)

A =
Zpil

Zpil + Zvol + ϵ
(2)

B =
Zpil + Zvol

Zpil + Zvol + Zammo + ϵ
(3)

C =
Zpil + Zvol + Zammo

Zpil + Zvol + Zammo + Zchar + ϵ
, (4)

where ϵ denotes a small positive number. The new parame-

ters (ranging from 0 to 1) describe all states of mixing. To

represent these states in the flamelet table, one-dimensional

steady non-premixed flamelet equations are solved using

FlameMaster [5] based on the assumption of unity Lewis

number for varying values of Z,A,B and C. To represent

the interphase heat transfer between the particle and gas

phase, different input stream temperatures (300K, 600K,

800K) are set to vary the enthalpy levels. Scalar dissi-

pation rates χ are varied when solving the non-premixed

flamelet equations in mixture fraction space to account for

different strain rates. Finally, the thermochemical quanti-

ties from the flamelet solutions are parameterized by the

control variables. In addition to the four mixture fraction

parameters Z,A,B and C, a progress variable is used, which

results from the linear combination of different key species

in the exhaust gas, following YPV = YCO2
+YCO+YH2O+10

YNO, and the total enthalpy. The final parameterization

follows Ψ = F (A,B,C, Z, YPV,norm, Hnorm) for the ther-

mochemical quantities Ψ, where YPV,norm and Hnorm are

1



the normalized quantities for the progress variable and the

enthalpy. The table dimensions are 6 x 6 x 6 x 132 x 51 x 6 in

A xB xC xZ xYPV,norm xHnorm. A reduced CRECK mech-

anism consisting of 129 species and 1644 elementary reactions

is used, which was previously designed to model co-firing of

coal and ammonia [4].

FLAME SETUP

Figure 1 shows the geometry of the investigated burner. It

consists of an inner tube and a coaxial pilot channel, using

hydrogen to stabilize the flame. The burner has three opera-

tion modes which are to be investigated using highly-resolved

FPV-LES, 1) a pure coal combustion mode, where only coal

particles and air are injected in the main tube 2) a pure am-

monia combustion mode, where ammonia and air are injected,

and 3), a co-firing mode, where ammonia, air, and coal par-

ticles are injected. Experimental data is taken from [6, 7, 8].

Figure 1: Setup of the investigated coaxial burner.

NUMERICAL SETUP

The massively parallel LES tool PsiPhi is used in this

study. A low-Mach Finite Volume Method (FVM) with con-

jugated gradient solver and Jacobi preconditioner is applied.

The solver uses an equidistant, orthogonal Cartesian grid.

For diffusive fluxes and the convective flux of momentum, a

second-order accurate Central Differencing Scheme (CDS) is

applied. Convective scalar fluxes are discretized through a

Total Variation Diminishing (TVD) scheme with a CHARM

limiter. Time integration is done through an explicit third-

order low-storage Runge-Kutta scheme. Radiation effects are

neglected in this study, as previous studies showed neglectable

influence. An Euler-Lagrange framework is used to couple

particle-gas phases. Settings have been taken from our previ-

ous work on this burner and are applied here [9].

RESULTS

The following results show simulations that only take into

account the hydrogen pilot, volatiles and ammonia as mix-

ture fractions. Figure 2 shows the instantaneous and mean

temperature, as well as the mixture fractions for volatiles, the

hydrogen pilot and ammonia for the co-firing case of coal and

ammonia. It can be clearly distinguished, where the respective

mixture fractions come into play. Hydrogen is burned after en-

tering the domain, this in turn ignites the ammonia. The heat

forces the coal particles to release volatiles. Volatiles accumu-

late in the inner, lower temperature region, while they are

burned in the edge regions. The outer hot temperature region

refers to the combustion of hydrogen (immediately after the

inflow), the combustion of ammonia and volatile gases. For the

extension to include the important char-off gases, flamelet cal-

culations are currently being made to generate the tables. The

many flamelet calculations are particularly time-consuming.

The extension by one dimension in the flow solver is relatively

straightforward. The aim of this study is to first, develop a

model to classifiy all significant fuel sources during co-firing of

coal and ammonia with a pilot fuel and second, to clarify the

influence of char reactions during co-firing.
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Figure 2: Instantaneous (left) and mean (right) temperature

T and mixture fractions for volatiles (ZV ol), hydrogen pilot

ZPil and ammonia ZAmmo. The co-firing case of coal and

ammonia is shown.
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INTRODUCTION 

In a real flame reactor forming nanoparticles, where 
turbulence can hardly be avoided, the smallest length scales 
- the Batchelor scales - of the nanoparticle field will be far 
smaller than the Kolmogorov length micro-scale of the 
turbulent flow. This makes the nanoparticle modelling very 
challenging since most practical computer simulations do 
not resolve these small nanoparticle structures. Under-
resolution would lead to very significant errors, for example, 
orders of magnitude in simulated coagulation rates [1]. 
Therefore, it is crucial to perform direct numerical 
simulations (DNS) in the context of nanoparticle formation, 
solving the smallest scales of the nanoparticle field, to clarify 
the turbulence-particle-dynamics interaction and to guide 
the necessary modelling efforts.  

In this work, the effect of turbulence on premixed and 
non-premixed particle forming flames are investigated via 
2D and 3D direct numerical simulations. The change in 
particle concentrations due to diffusion, coagulation and 
nucleation are defined and characterized by the particle 
number concentration layers. Several regions of the 
computational domain with different turbulent intensities 
are analyzed, and the influence of the complex normal and 
tangential strain rates that control the thickness between 
particle number concentration fronts are evaluated. This 
information is subsequently used to discuss the physics of 
how the turbulent process affects premixed and non-
premixed particle forming flames with the aim of developing 
transferable models for the simulations of nano-particle 
synthesis.  

 
DIRECT NUMERICAL SIMULATIONS 

The simulations were performed with the in-house 
DNS/LES code PsiPhi in a low-Mach number finite-volume 
formulation. These simulations resolve the smallest scales of 
the nanoparticle field. In all cases, the numerical simulations 
have been performed with a finite rate chemistry approach 
for evaluating the chemical kinetics and the sectional model 
[2] has been used to solve the population balance equation 
for the particle dynamics. In the sectional model, the particle 
size distribution is given for the particle volume v𝑘 by the 

corresponding number concentration 𝑄𝑘 (in this study, v𝑘 is 
a spherical volume of the nanoparticle of section 𝑘 with a 
known diameter d𝑘). For the particle number concentration 
𝑄𝑘 in every section 𝑘, the following transport equation is 
solved:  

 𝜕𝑄𝑘
𝜕𝑡

+
𝜕𝑄𝑘𝑢𝑗
𝜕𝑥𝑗

=
𝜕

𝜕𝑥𝑗
(𝐷𝑘

𝜕𝑄𝑘

𝜕𝑥𝑗
) + �̇�𝑘 + 𝐼𝑘 (1) 

 

In Eq. (1),  𝐷𝑘 is the particle diffusivity, �̇�𝑘 is the 
coagulation source term, and 𝐼𝑘 is the nucleation source 
term. 

 
Figure 1: Instantaneous particle number concentration fields 𝑄𝑘

∗  

from the 3D non-premixed turbulent flame DNS data. Iso-lines 

represent the values of the mixture fraction  𝑍 = 0.1 and 𝑍 = 0.9. 

Vertical dotted lines mark the limits of the five regions of the 

computational domain where the results have been analyzed. 
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The 2D cases are DNS of premixed and non-premixed 
hydrogen flames (H2/O2/Ar), both doped with 200 ppm of 
iron pentacarbonyl Fe(CO)5 for forming iron oxide 
nanoparticles and wrapped-up by a vortex. Interested 
readers are referred to Ref. [1] for further details about this 
DNS data. The three-dimensional DNS are premixed and 
non-premixed turbulent planar jet flames, both doped with 
200 ppm of TTIP for forming titanium dioxide nanoparticles. 
For the premixed case, a methane-air mixture with an 
equivalence ratio ∅ = 0.7 is injected through a turbulent 
central jet and surrounded by a co-flow of burned products. 
For the non-premixed flame, the fuel is injected through the 
turbulent central jet, surrounded by two air oxidizer streams 
(see Fig. 1).  
 
NORMAL AND TANGENTIAL STRAIN RATES 

The particle number concentration field 𝑄 in a 
turbulent flow can be viewed as a group of iso-𝑄 surfaces, 
which are under compressive/expansive effects, stretching 
and 𝑄-gradient growth induced by the flow field. Figure 2 
depicts some non-material iso-𝑄 surfaces on which act the 
normal and tangential strain rates. The unit normal vector is: 
𝐧 = −∇𝑄/|∇𝑄|. 

 

 
Figure 2: Schematic representation of the normal and tangential 

strain rates. 

 
The flow strain rate normal to 𝑄(𝐱, 𝑡) = Γ is: 

 𝑎𝑁 = 𝑛𝑖𝑆𝑖𝑗𝑛𝑖 (2) 
The flow strain rate tangential to 𝑄(𝐱, 𝑡) = Γ is: 

 𝑎𝑇 = (𝛿𝑖𝑗 − 𝑛𝑖𝑛𝑗)𝑆𝑖𝑗  (3) 

In Eqs. (2) and (3), 𝛿𝑖𝑗  is the identity Kronecker delta 

tensor, and 𝑆𝑖𝑗  is the strain rate tensor. 

The thickness of the particle number concentration 
field increases (decreases) with time if 𝑎𝑁 < 0 (𝑎𝑁 > 0). On 
the other hand, the 𝑄-surface stretching occurs if 𝑎𝑇 > 0, 
which will increase the area affecting the structures of the 
nanoparticle field. 
 

ANALYSIS AND DISCUSSION 

Figure 1 shows instantaneous contours of particle 
number concentrations (sections 1 and 16, with particle 
diameters 0.4nm and 13nm, respectively) for the three-
dimensional steady and turbulent non-premixed flames. It 
can be noticed that the particle number concentration fields 
have two fronts and that the thickness 𝛿 between particle 
number concentration fronts significantly decreases for high 
sections (or decreases with increasing Schmidt number), 
which confirms that in simulations of nanoparticle-forming 
turbulent reacting flows the grid resolution has to be very 
fine to resolve the characteristic scale for high sections. 

Figure 3 shows the normal strain rate 𝑎𝑁20 = 𝑛𝑖
20𝑆𝑖𝑗𝑛𝑗

20, 

tangential strain rate 𝑎𝑇20 = (𝛿𝑖𝑗 −𝑛𝑖
20𝑛𝑗

20)𝑆𝑖𝑗  and 

normalized particle number concentration 𝑄20
∗  conditional 

upon the mixture fraction at different regions of the 
computational domain. For this section 20 predominantly 
𝑎𝑁20 < 0 and 𝑎𝑇20 > 0. The local flow approaches iso-𝑄20

∗  
surfaces (compressive effects) from region 1 to regions 5 
and, simultaneously, stretches them, which affect the 
thickness of 𝑄20

∗ . Further details about the flow fine-
structure, the coagulation, nucleation and diffusion rates, 
and the particle number concentration layers will be 
discussed in the presentation. 

 

 
Figure 3: Normal strain rate 𝑎𝑁20, tangential strain rate 𝑎𝑇20 and 

normalized particle number concentration 𝑄20
∗  conditional upon the 

mixture fraction at different regions of the computational domain. 

Results have been obtained from the 3D non-premixed turbulent 

flame. 
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INTRODUCTION

Flame control has been in the centre of interest for decades

and constitutes a subject of intensive research as it may lead

to considerable improvement in efficiency and safety of vari-

ous technical devices. Numerous industrial applications, such

as aeroplane engines, involve jet-type flames with fuel issuing

from a nozzle into an oxidizer stream. An interesting phe-

nomenon emerging in round jets, which could be considered

as a flow control technique, is self-excited global instability

triggered by absolutely unstable local flow regions [1]. The

theoretical predictions of Monkewitz and Sohn [2] and Jen-

doubi and Strykowski [3] showed that absolute instability can

be triggered in variable density and counter-current jet config-

urations. Two absolutely unstable modes called Mode I and

Mode II have been analytically identified [3] and additionally

confirmed by experimental and numerical works [4, 5, 6, 8].

However, there are no investigations devoted to global in-

stability in jet flames, despite their significance for practical

solutions. In the present paper the effect of counter-current

co-axial flow on the emergence of the global instability in the

hydrogen jet flame is studied with the help of large-eddy sim-

ulations (LES).

COMPUTATIONS

The test case configuration is presented schematically

in Fig. 1(a). It corresponds to the experimental set-up

of Markides and Mastorakos [7] used for hydrogen autoignition

in a turbulent co-flow of heated air. Mixture of hydrogen and

nitrogen with the mass fractions YH2
=0.13 and YN2

=0.87 is

injected into a heated air through a 2.25 mm (D) internal di-

ameter pipe. Table 1 shows details of the temperature and

velocity of the fuel jet as well as the co-flow stream. The den-

sity ratio S = ρj/ρcf , where ρj and ρcf denote density of the

jet and co-flow, is slightly above the critical density ratio for

which global oscillations emerge in a jet without counterflow

for a given shear layer thickness characterized by the param-

eter D/θ = 40 (θ - momentum thickness) [8]. The suction

is applied through the annular nozzle which is placed around

the main nozzle. It produces a counter-current region in the

direct vicinity of the main jet. The strength of the counterflow

is controlled by the velocity ratio I = −Usuc/Uj (Uj - velocity

of the jet, Usuc - velocity of the counter-current). The effect

of the counterflows characterised by I= 0.1 and 0.2 is assessed

in relation to the flame without suction (I = 0).

In the present work we do not consider the inner geometry

of the nozzles and the computational domain is a rectangular

box with dimensions Ly = 30D,Lx = Lz = 15D, where ‘y’ is

the axial direction. The applied mesh counts Ny=288, Nx =

Nz=192 nodes in the axial and radial directions, respectively.

The inlet boundary conditions are specified in terms of the

instantaneous velocity profile. The velocity fluctuations are

computed according to method proposed by Klein et al. [9]

whereas the inlet mean velocity is described by the Blasius

profile. Sample profiles of the mean axial velocity at the inlet

plane of the computational domain are displayed in Fig. 1(b).

The LES solver used in this study is an in-house high-order

solver based on the low Mach number approximation. The

Navier-Stokes and continuity equations are discretised using

the sixth order compact difference method on half-staggered

meshes [10]. A sub-grid model of Vreman [11] is used to com-

pute the sub-grid viscosity for SGS-stress tensor. The chem-

ical reactions are computed using the CHEMKIN interpreter

with the help of a detailed mechanism of hydrogen oxida-

tion [12] involving 9 species and 21 reactions. The calculations

are conducted without any closure for turbulence/combustion

interactions at the sub-grid level. Correspondingly, the fil-

tered reaction rates of species were obtained directly from the

Arrhenius formula.
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Figure 1: Computational configuration (a) and the inlet ve-

locity profiles (b) for the cases considered.
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Fuel (jet) Oxidiser (co-flow) Tj [K] Tcf [K] S [-] Uj [m/s] I [-] Ucf [m/s]

0.13 H2/0.87 N2 0.23 O2/0.77 N2 691 1010 0.53 120 0, 0.1, 0.2 26

Table 1: Summary of test cases considered.
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Figure 2: Instantaneous iso-surfaces of the Q-parameter (Q =

0.05 s−2, blue) and temperature inside the flames.
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Figure 3: Profiles of the time averaged mean axial velocity

along the jet axis (a) and the radial distributions of the time

averaged mixture fraction at different axial locations (b).

RESULTS

Figure 2 displays fully developed flames visualised by the

instantaneous iso-surfaces of the temperature inside the flame

and the Q-parameter close to the inlet plane. It appears that

the flow pattern is similar for I=0 and I=0.1 while signifi-

cant differences emerge when the strongest suction is applied,

i.e., for the case with I = 0.2. As can be seen in Fig. 2, the

flame in the original configuration (I = 0) is attached to the

nozzle, whereas strong counterflow stabilizes the lifted flame.

Increasing the suction triggers global instability before auto-

ignition occurs. In fact, at strong suction the velocity field

drastically changes revealing the formation of strong coher-

ent structures close to the nozzle. These structures pair and

subsequently break up further downstream (see the blue iso-

surfaces in Fig. 2). As can be seen in Fig. 3 showing velocity

profiles along the jet axis the velocity decay appears close to

the nozzle exit. In this case, mixing is drastically intensified

directly behind the inlet plane as the mixture fraction is re-

duced. A large amount of fluid taken from the surroundings

becomes mixed with the fuel to make the mixture leaner. This

even prevents an upstream flame propagation and the flame

lifts off. The lift-off height as well as the radial size of the

flame can be deduced from the results presented in Figs. 2-3.

One can see that the flame is nearly two times wider and sta-

bilises at a distance of 6D from the nozzle. Moreover, in the

case with I = 0.2 the temperature inside the flame is 120 K

higher compared to the cases with I = 0.0 and I = 0.1 where

the global mode does not appear.

CONCLUSIONS

The present study showed that the critical velocity ratio

for which global instability is triggered in the considered jet

flame is between 0.1 and 0.2. The global mode observed at suf-

ficiently strong counter-current flow (I=0.2) causes qualitative

changes of the flame characteristics. It was demonstrated that

the position, global size and temperature of the flame can be

effectively modified by the application of suction around the

fuel jet. This may be desirable from a practical point of view

since a suitable alteration of the flame would lead to consider-

able improvement of efficiency, safety or pollution reduction.

Further calculations for a wider range of velocity ratios as well

as different density ratios are planned to investigate whether

the flame can be effectively controlled by the global mode.
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INTRODUCTION

The modern development of combustion systems is mov-

ing towards lean premixed combustion to reduce NOx and

CO emissions, and consideration of stratification is a viable

strategy to achieve lean combustion [1]. In many practi-

cal applications, swirl flows are commonly used in premixed

and stratified combustion to improve mixing and stabilize the

flames. Sweeney et al. [2] constructed a stratified burner

to investigate the effect of stratification under swirling con-

ditions (so-called Cambridge stratified flames). This present

work conducts a large-eddy simulation (LES) of the Cam-

bridge stratified flames under swirling conditions with the

Eulerian-Lagrangian hybrid filtered density function (HDF)

approach introduced by Rieth et al. [3]. Additionally, the con-

ventional assumed filtered density function (ADF) approach

is performed to compare the HDF model.

NUMERICAL METHOD

In the LES concept, the large scales of eddy are solved

directly and the small scales have to be modelled by proper

subgrid models of flow field and combustion. In the present

work, two different combustion subgrid modeling strategies

are tested. In the first approach, the subgrid distribution of

composition fields of reacting flows can be reconstructed from

commonly assumed filtered density function (FDF) shapes.

Contrary to the ADF approach, in the second method, the

Monte-Carlo particles are used to solve the transport of the

filtered mass density function (FMDF) [4] which can be de-

rived as,

∂

∂t
F +

∂

∂xi
ũiF =−

∂

∂xi
([ui|Ψ− ũi]F ) (1)

+
∂

∂ψα

[
1

ρ
∂Jα

i /∂xi

∣∣∣∣Ψ F

]
−

∂

∂ψα
SαF.

The latter method ensures that the reaction rate term is in

the closed-form. In both approaches, the chemical and ther-

mal quantities are determined from a pre-calculated chemistry

table lookup depending only on parameters mixture fraction

and progress variable.

To reduce the cost of the conventional Monte Carlo par-

ticles method to solve the transport equation of FMDF, a

hybrid model combining ADF with Lagrangian transported

FDF approach has been suggested by Rieth et al. [3]. In

the HDF approach, apart from the conventional LES-FDF

approach, which needs numerically expensive notional parti-

cles in the entire domain, in the hybrid method, the ADF is

used throughout the entire computational domain, augmented

by Lagrangian transported FDF in reacting regions (mixture

fraction bounds of 0.02 and 0.06 for this work). The previ-

ous work by Rieth et al. [3] should be consulted for a further

discussion of the hybrid modelling.

TEST CASES

The Cambridge stratified swirl flames are reproduced by

the in-house LES solver PsiPhi [3, 5] with the artificially thick-

ened flame model, which implies an assumed filtered density

function (LES-ADF), or the hybrid modelling with a filtered

density function (LES-HDF). In this work, the highly swirling

condition with three different levels of stratification has been

selected as summarized in Table 1. In all cases, the simulations

were performed in a domain 168x168x168 mm3 (336x336x336

grid nodes) on an equidistant Cartesian grid with ∆ =0.5 mm

spacing and 38 million cells at a temporal resolution of 0.7

µs (CFL criterion of 0.7). A 12 mm nozzle is included in the

computational domain. The costs of simulations for LES-ADF

and LES-HDF are 20,000 and 630,000 core hours respectively.

RESULTS

Figure 1 exemplary shows contour plot (SwB3) of an equiv-

alence ratio with superimposed the three-dimensional iso-

surface for a progress variable of 0.5 to understand an overall

flame structure. Figure 2 shows instantaneous and mean simu-

lation contour plots of axial velocity in a burner cross section

to show the flame structures and qualitatively compare the

simulations from LES-ADF and LES-HDF model. The flames

calculated by LES-HDF model generally spread wider after 60

mm downstream from nozzle and simulated recirculation zones

for all three cases by LES-HDF model are formed in slightly

father downstream, but stronger than LES-ADF model.

Comparisons of means radial profiles of temperature and

mass fraction of CO from both simulations and experiments

at three axial distances above the burner for the premixed case

1



SwB3, moderately stratified case SwB7 and highly stratified

case SwB11 are shown in Fig. 3 and 4. Overall simulation re-

sults of two different combustion models are in good agreement

with the measurements [2] for temperature and mass fraction

of CO. Especially, CO mass fractions are overpredicted near

the bluff body close to the inlet for the moderately and highly

stratified case.
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Case Ui Uo Uco Φi Φo SFR

m/s m/s m/s - - %

SwB 3 8.3 18.7 0.4 0.75 0.75 33

SwB 7 8.3 18.7 0.4 1.0 0.5 33

SwB 11 8.3 18.7 0.4 1.125 0.375 33

Table 1: Operating conditions for tested cases. SFR denotes

the swirl-flow-ratios and is defined as the ratio of outer flow

rate through the swirl plenum to the total outer flow.

Figure 1: Contour plot of equivalence ratio in the burner mid-

section, superimposed by an iso-surface for a progress variable

value of C = 0.5.

Figure 2: Contour plots in the burner mid-session of axial

velocity.

Figure 3: Radial profiles of the mean of temperature at differ-

ent downstream locations.

Figure 4: Radial profiles of the mean of CO mass fraction at

different downstream locations.
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INTRODUCTION 
    Ammonia as a fuel has gathered recent interest due to the 
absence of carbon atoms and as an efficient chemical 
storage method for Hydrogen. Within the flexible fuel 
concept, there is interest in utilizing methane and hydrogen 
blends of ammonia to be used in gas turbine power 
generators. As an additive hydrogen is especially attractive 
due to its lack of carbon based pollutants and the higher 
enhancement of flammability limits as compared to 
methane. Fundamental studies of these blends using DNS 
are needed to design highly efficient combustors, while also 
ensuring that NOx levels remain low, as with NH3, fuel borne 
NOx becomes especially challenging. DNS with detailed 
chemistry however leads to very expensive computations. 
To this end this paper  showcases the tabulated chemistry 
method, Flamelet Generated Manifold (FGM) [1], applied to 
a spherically expanding turbulent flame kernel. 
 
SETUP 
    For this study a 2-dimensional FGM was used. The control 
variables were a progress variable and mixture fraction. The 
mixture fraction dimension accounts for variation in  local 
fuel-oxidizer composition due to preferential diffusion 
effects. The progress variable is any combination of the 
reacting species which is either monotonously increasing or 
decreasing along a flame path. The transport equations for 
these 2 variables are then solved during runtime. The table 
was generated using 1D adiabatic flames. The FGM method 
was studied for 50% ammonia and 50% hydrogen at an 
equivalence ratio of 1 with Karlovitz number of 10 and 
validated with corresponding detailed chemistry DNS 
results. The simulation was run up to 1 eddy turnover time. 
The in-house DNS code used, utilizes a compact-storage 6th 
order compact implicit differencing scheme from Lele [2] 

and 5th order implicit upwind scheme from De Lange [3] for 
the convective terms. The time discretization was done 
using a 3rd order compact Runge-Kutta scheme [4]. The 
boundary conditions were modelled using the Navier Stokes 
Characteristic Boundary Conditions [5]. 
 
RESULTS 
The validation with the DNS results showed good qualitative 
agreement, with the method being able to reproduce the 
flame shape as observed from detailed DNS cases as seen in 
Figure 1.  

 

Figure 1: Comparison of temperature fields between 
detailed chemistry and the FGM method. 



Although the method was able to account for preferential 
diffusion effects to a large extent, evaluation of the mass 
fractions of some species such as H2 however showed 
significant deviation from the detailed chemistry case. The 
temperature at the core of the flame, where the burnt 
products accumulate also showed underprediction. 
  
CONCLUSIONS 
The FGM method was studied and validated to show that 
although flame shape was predicted well, certain species 
were not predicted accurately. Further improvements to the 
method will be needed for a robust and accurate 
implementation. As a start, enthalpy will be added as a 3rd 
dimension in order to capture enthalpy variation due to 
preferential diffusion, with the assumption that the 
discrepancies are because of insufficient capture of stretch 
effects. 
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INTRODUCTION

Square and rectangular cylinders can be considered simpli-

fied models of structures of interest in civil engineering, such

as, e.g., tall buildings or bridge sections. The chord-to-depth

ratio has a strong influence on the dynamics of the flow around

the cylinder. In all cases, the flow is characterized by flow sep-

aration at the upstream edges. The separated shear layers roll

up forming vortical structures (Kelvin-Helmholtz instability),

which are convected downstream and eventually interact by

pairing with other vortical structures forming from the sepa-

rated shear layers. For large chord-to-depth ratios, the flow

reattaches in mean on the lateral side of the cylinder, and,

thus, the mean flow is characterized by a closed separated-

flow region. Further downstream, shear layers separate again

from the trailing edge and in the near wake the flow is char-

acterized by the classical Von-Karman vortex shedding. The

mean flow reattachment does not occur for low cord-to-depth

ratios, as, e.g., for the square cylinder.

The flow around a rectangular cylinder having 5:1 chord-to-

depth ratio is the object of the international Benchmark on the

Aerodynamics of a Rectangular 5:1 Cylinder (BARC). BARC

was a double-blind benchmark, i.e. without a-priori selected

reference measurements. The different contributions to the

benchmark were characterized by significant differences in the

mean flow topology on the cylinder side; this, in turn, resulted

in large discrepancies in some quantities of interest, such as,

for instance, the distribution of mean and fluctuating pressure

on the cylinder side (see [1]). As for LES simulations, it was

observed that the characteristics of the flow on the cylinder

side, and hence the pressure distribution, are highly sensitive

to grid resolution and subgrid-scale modeling [2].

Furthermore, Rocchio et al. [3] recently studied the effects

of a small roundings of the upstream edges for the BARC case.

It was shown that even small values of the curvature radius

significantly impact on the results by increasing the length of

the mean recirculation region. This is because sharp edges

introduce significant velocity fluctuations in the shear-layer at

separation that, when not artificially damped by numerical or

SGS dissipation, cause an upstream roll up of the shear layers

and, hence, a short mean recirculation region. This effect

seems to be a numerical issue related to the flow resolution

typical of LES simulations, since the impact of upstream-edge

rounding was found to be much smaller in DNS simulations

in [4] at lower Reynolds number.

We want to investigate herein whether the impact of the

upstream edge sharpness on the LES results is peculiar of

elongated rectangular cylinders characterized by mean flow

reattachment. To this aim, we carry out the same analysis

as in [3] also for a square cross-section and for a rectangular

one having an aspect ratio of 3:1, which are characterized by

different flow topologies. Indeed, for the square cylinder the

mean flow does not reattach on the cylinder side, while for

the 3:1 case it is about to reattach along the lateral side of

the cylinder. Sharp upstream edges and different values of the

upstream corner roundings are considered.

METHODOLOGY AND PROBLEM DEFINITION

We consider the incompressible flow around rectangular

cylinders, having 1:1, 3:1, and 5:1 chord-to-depth ratios, at

zero angle of attack. The upstream edges are sharp or rounded

with curvature radii r/D = 0.0037, 0.036, 0.0781, 0.1104, D

being the depth of the cylinder. The cylinder center is located

at x/D = y/D = 0 and the computational domain span the

following dimensions −15.5 ≤ x/D ≤ 25.5, −15.1 ≤ y/D ≤
15.1 and 0 ≤ z/D ≤ 5. A uniform velocity profile with no

turbulence is imposed at the inlet, no slip is imposed at the

body surface and traction-free boundary conditions are used

for the outflow and for the upper and lower boundaries of the

domain. Finally, periodicity is imposed in the spanwise di-

rection. The Reynolds number, Re, based on the free-stream

velocity and on the cylinder depth is 4 · 104.

The numerical simulations are performed by employing

Nek5000, an open-source code based on a high-order spec-

tral element method. Each spectral element is rectangular or

a suitable coordinate mapping of a rectangle. The basis func-

tions inside the elements are Legendre polynomials of order N

for velocity and N−2 for pressure in each direction; N = 6 has

been used in this work, as in [3]. A third-order backward finite-

difference scheme based on the high-order splitting method is

employed for time advancing.

The spectral element size and distribution are the same

used in [3]. In particular, the element size in the streamwise

and lateral directions is ∆x/D = ∆y/D = 0.125 near the

cylinder, while in the spanwise direction the element size is

uniform ∆z/D = 0.558 as done in [3]. For rounded edges, the

computational grid is the same as in the sharp-edge case ex-

cept that the rounded part is handled by curvilinear elements.



Because the grid resolution is not fine enough to resolve all

turbulent scales at the considered Reynolds number, a low-

pass filter is applied to the velocity field in the modal space

as in [3]. Since the filter introduces dissipation of the highest

resolved modes only, this can be considered as a subgrid-scale

dissipation.

SOME RESULTS AND DISCUSSION

(a) (b)

Figure 1: Mean flow streamlines (top) and instantaneous

vortex-indicator λ2 (bottom) for the square cylinder: (a)

r/D = 0 and (b) and r/D = 0.037.
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Figure 2: Mean pressure coefficient distribution (a) and stan-

dard deviation of the pressure coefficient (b) for the square

cylinder.

Mean flow streamlines and isocontours of the instantaneous

vortex-indicator λ2 for r/D = 0 and r/D = 0.037 are shown

in Fig. 1 and 3 for the square cylinder. In this case, which is

characterized by a fully separated mean flow, a negligible effect

of the upstream-corner sharpness on the mean flow topology

is found. Consequently, the mean and fluctuating pressure

distributions obtained in the two cases are also very similar.

The same quantities as in Fig. 1 are shown in Fig. 3 for

the 3:1 rectangle. In this case, even a very small value of the

curvature radius, i.e. r/D = 0.037, significantly changes the

mean flow topology. Indeed, for sharp edges the mean flow

reattaches near the end of the lateral side (Fig. 3a), while

the mean flow does not reattach for rounded upstream edges

(Fig. 3c). The mean and fluctuating pressure distributions

on the cylinder side obtained for all the considered values of

r/D are reported in Figs. 4a,b. Note that the distributions

for the sharp-edge case are significantly different, while those

obtained for the different values of r/D, which are changed of

two orders of magnitude, are quite similar each other. This

is consistent with the results of [3] for the 5:1 case. Physi-

(a)

(b)

Figure 3: Mean flow streamlines (top) and instantaneous

vortex-indicator λ2 (bottom) for the 3:1 cylinder: (a) r/D = 0

and (b) and r/D = 0.037.

cal discussion on these effects, in terms of the growth of the

TKE along the shear layers and of the location of the Kelvin

Helmholtz instability, will be given in the final presentation.
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Figure 4: Mean pressure coefficient distribution (a) and stan-

dard deviation of the pressure coefficient (b) for the 3:1 cylin-

der.
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INTRODUCTION

The turbulent flow about blunt, rectangular bodies is of-

ten encountered in civil and wind engineering applications as

well as in land transport aerodynamics. Relevant examples

include deck slabs of long-span bridges and high-rise buildings

of rectangular section and the problem of the aerodynamics of

vehicles of simple shape like trucks. The flow about an elon-

gated rectangular cylinder with sharp corners involves several

critical aerodynamics features like fixed-position separation in

laminar conditions, reattachment and vortex shedding in the

wake. In the applications, this gives place to vortex-induced

vibration effects, promotes convective heat transfer between

the atmospheric air and simple shaped, high-rise buildings and

affects pollutant dispersion in the urban environment.

A considerable research effort has been expended since the

past 20 years in the investigation of the aerodynamics of a

two-dimensional rectangular cylinder with aspect ratio 5:1,

especially by research groups based in Europe [1, 2, 3, 4, 5]

and this in turn has made this aerodynamics case a canonical

case, of acronym BARC, which stands for “Benchmark on the

Aerodynamics of a two-dimensional Rectangular Cylinder”.

Despite the context of abundance of research and publi-

cations, both numerical predictions and experimental data

are characterized by a strong dependency upon the details

of the setup and the quest for the “correct solution” at differ-

ent Reynolds numbers is still underway. This is true also for

Direct Numerical Simulations [6], where the difficulty in the

numerical representation of the physical phenomenon does not

include the modeling of turbulence.

In this work we present results from three Direct Numerical

Simulation around the BARC body. The Reynolds numbers of

the simulations are 3000, 8000 and 14000 respectively. Simu-

lations are carried out using NEK5000 [7], which combines the

geometric flexibility of finite element method with the high-

order typical of spectral methods. The discussion includes

a description of the flow configuration, macroscopic quanti-

ties, turbulence features and the time-scales of the flow. The

Reynolds number effect on the above characteristics is inves-

tigated.

NUMERICAL METHODOLOGY

The numerical code used for this study is NEK5000 , which

implements the spectral element method. In each hexahedral

element, velocity and passive scalar interpolants are polyno-

mials of order N , pressure is treated with order N − 2. In the

Re 3000 8000 14000

∆x+max,∆x+ 4.3, 1.7 3.2, 1.7 4.1, 2.3

∆y+wmax,∆y
+
w 0.47, 0.23 0.60, 0.36 0.66, 0.41

∆z+max,∆z+ 3.9, 1.9 3.4, 2.0 5.1, 3.1

(∆x/η)max 3.9 3.5 4.2

(∆y/η)max 3.3 3.8 4.6

(∆z/η)max 3.4 3.7 6.3

Table 1: Details of the spatial discretization employedat the

three Reynolds numbers considered. The minimum spacings

are located at the leading-edge corner. The overbar indicates

a streamwise average over the rectangle length.

simulations we use N = 7.

Time integration is performed treating implicitly the vis-

cous terms by a third-order backward differentiation scheme

while for the advective term, third-order extrapolation scheme

is used. Dirichlet boundary conditions are set for the uniform

velocity field at the inlet. The open boundary condition is

imposed at outflow and along the crossflow directions. The

rectangular cylinder of aspect ratio 5:1 and height D is repre-

sented in a computational domain of extension Lx×Ly×Lz =

80Dx31Dx5D, where x, y and z directions are the streamwise,

cross-flow and spanwise directions.

The grid is designed in order to fully resolve turbulence, .

RESULTS

The full DNS datasets at three different Reynolds numbers

provide a wealth of quantitative detail on the case.

The flow configuration consists in the laminar flow separa-

tion at the upstream corner, a transition process occurring in

the separated shear-layer and the reattachment of the turbu-

lent flow. Two boundary layers are formed starting from the

reattachment position: one which leads to the final separation

at the downstream corner and the shedding of vortices in the

wake, and a second boundary layer developing upstream which

finally generates a smaller, counter-rotating spanwise vortex

of the mean flow. The flow configuration described above

is well represented by the isocontours of the time-averaged

streamfunction in figures 1, 2 and 3 for the three Reynolds

numbers considered: Re = 3000, Re = 8000 and Re = 14000.

In the Reynolds number range investigated, the reattachment

position progressively moves downstream while the secondary

vortex migrates upstream because of the larger energy content

of the counter-flow boundary layer and its increased capability



of overcoming an adverse pressure gradient.

Figure 1: Isocountours of the time-averaged streamfunction

at Re = 3000 with color map of the turbulent kinetic energy

distribution.

Figure 2: Isocountours of the time-averaged streamfunction

at Re = 8000 with color map of the turbulent kinetic energy

distribution.

Figure 3: Isocountours of the time-averaged streamfunction

at Re = 14000 with color map of the turbulent kinetic energy

distribution.

The same figures 1, 2 and 3 report also the distribution of

the time-averaged turbulent kinetic energy 〈k〉. The regions of

peak 〈k〉 are due to the shear layer instability. For increasing

Reynolds numbers, when the flow is more prone to transition,

the regions of peak turbulent kinetic energy are located more

upstream. The same tendency is also observed on the same

geometry by Moore et al. [5], for higher Reynolds numbers.

Accordingly, also transition to turbulence is shifted upstream

for increasing Reynolds numbers.

Spectra of the lift coefficient and the cross-flow velocity

fluctuations are investigated in order to extract the main phys-

ical time-scales of the flow and their dependency upon the

Reynolds number within the investigated range. Two are the

main time-scales obtained. One is related to the comparatively

slow vortex shedding in the wake, and the other is associated

with the faster Kelvin-Helmholtz instability at the interface

between separated flow and outer flow. The frequency of

vortex shedding is observed to decrease with the Reynolds

number within the range of flow regimes investigated. Instead

the higher frequency measured displays an increase with the

Reynolds number, close to the St ∼ Re0.5 reported in the lit-

erature [5]. This smaller time scale is also a function of the

position of the probe in the shear layer where it is calculated.

CONCLUSIONS

This numerical study of the BARC case does not make use

of turbulence models and is characterized by a high-resolution

representation both in space and time. The simulations car-

ried out span the low to moderate Reynolds number range (Re

= 3000, 8000, 14000), where the Strouhal number of the vor-

tex shedding is not yet constant. In this work we discuss the

macroscopic characteristics of the flow and the effect of the

Reynolds number within the investigated range. Besides clar-

ifying the macroscopic features of the flow and the Reynolds

number effect on these global characteristics, results presented

have the potential to be employed as reference data for the

comparison of different numerical methods and models of tur-

bulence applied to this benchmark case.
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INTRODUCTION

The present work is aimed at investigating the high-

Reynolds unsteady flow around a square and a rectangular

cylinder of aspect ratio 5:1, defined as the ratio between the

streamwise length over the crossflow one. The two cases are

paradigmatic flows of interest in the Wind Engineering field,

such as, e.g., tall buildings and bridge sections. The chord-

to-depth ratio influences the dynamics of the flow around the

cylinder. For both geometries, the flow is characterized by

shear-layers separation at the upstream edges. The shear

layers roll up forming vortical structures (Kelvin-Helmholtz

instability), which are convected downstream and eventually

interact by pairing with other vortical structures forming from

the separated shear layers. For the 5:1 rectangular cylinder,

the flow reattaches in mean on the lateral side of the cylin-

der, and, thus, the mean flow is characterized by a closed

separated-flow region. Further downstream, shear layers sep-

arate again from the trailing edge and in the near wake the

flow is characterized by the Von-Karman vortex shedding. The

mean flow reattachment does not occur for the square cylinder,

where the vortex shedding occurs directly from the upstream

separated shear layers. The mean flow streamlines and a

snapshot of the instantaneous vortex-indicator λ2 from LES

simulations carried out for constant velocity at Re = 40000

(based on the cylinder depth, D, and on the freestream veloc-

ity, u∞) for the square and rectangular [1] cylinders are shown

in Figs. 1(a) and 1(b), respectively.

Square and rectangular cylinders with constant-velocity

flows have been widely investigated in the literature and, in

addition, the flow around the 5:1 rectangular cylinder is the

object of the international benchmark BARC (see, e.g., [2]).

The main experimental and numerical results are represen-

tative of the synoptic wind (constant wind), which is the

most common type of event affecting civil buildings. On the

other hand, in the last twenty years, the Wind Engineering

community showed great interest in thunderstorm outflows

(not constant wind). The consequences of thunderstorm out-

flows on buildings can be catastrophic, possibly causing serious

damages and economical losses. Thunderstorm winds present

high accelerations, making the steady-wind hypothesis ques-

tionable (see, e.g., [3]). In particular, accelerations play a

crucial role in the dynamics of the flow around the body and

in the consequent mean forces and fluctuations. Shear-layer

dynamics and vortex shedding are sensitive to the variation of

the inflow velocity, with changes in the dominating frequen-

cies. The still open question is to identify which is the limit

value of the incoming-flow acceleration for which the loads

and frequencies evaluated under steady-wind conditions are

still valid. To this aim, we numerically evaluate the effect of

flow accelerations, typical of the thunderstorm outflows, on the

square and on the 5:1 rectangular cylinders. Large-Eddy Sim-

ulations have been carried out starting from constant inflow

conditions and then accelerating the flow. The Large-Eddy

Simulations have been carried out by using the open-source

spectral-element code Nek5000. The simulation set-up already

validated in [1] has been used. The results of these simulations

are validated by numerically performing the same inflow ve-

locity and acceleration of the experiments carried out in the

multiple-fan wind tunnel of the Tamkang University, Taipei,

by [4],[5]. Despite the simple geometries, these simulations

may be considered a first step towards the characterization

of the dynamic loads on civil buildings due to the thunder-

storm outflows and in the understanding of the limits of the

steady-wind predictions for structure design.

(a) (b)

Figure 1: Instantaneous vortex-indicator λ2 (top) and mean

flow streamlines (bottom) at Re = 40000 for (a) the 1:1 and

(b) the 5:1 rectangular cylinder.

PROBLEM DEFINITION, NUMERICAL METHODOLOGY

AND RESULTS

We consider the incompressible flows around a square and

a 5:1 rectangular cylinders at zero angles of attack. Large

Eddy Simulations are performed by using the open-source

code Nek5000, based on a high-order spectral element method.

Each spectral element is rectangular or a suitable coordinate



mapping of a rectangle. The basis functions inside the ele-

ments are Legendre polynomials of order N for velocity and

N − 2 for pressure in each direction; N = 6 has been used in

this work, as in [1]. A third-order backward finite-difference

scheme based on the high-order splitting method is used for

time advancing.

The computational domains are sketched in Fig. 2. The

cylinder center is located at x/D = y/D = 0, being D the

width of the square or rectangular cylinder, and the computa-

tional domain spans the following dimensions −75 ≤ x/D ≤
125, −75 ≤ y/D ≤ 75 and 0 ≤ z/D ≤ 5. A uniform non-

steady velocity profile with no turbulence is imposed at the

inlet, no-slip is imposed at the body surface and traction-free

boundary conditions are used for the outflow and for the up-

per and lower boundaries of the domain. Finally, periodicity

is imposed in the spanwise direction. The spectral element

size and distribution are the same used in [1]. In particular,

the element size in the streamwise and lateral directions is

∆x/D = ∆y/D = 0.125 near the cylinder, while in the span-

wise direction the element size is uniform ∆z/D = 0.558 as

done in [1]. Because the grid resolution is not fine enough to

resolve all turbulent scales at the considered Reynolds num-

ber, a low-pass filter is applied to the velocity field in the

modal space as in [1]. Since the filter introduces dissipation

of the highest resolved modes only, this can be considered as

a subgrid-scale dissipation.

(a)

(b)

Figure 2: Sketch of the computational domain (not in scale)

for (a) the 1:1 and (b) the 5:1 rectangular cylinder.

A first LES has been carried out in the same non-steady

flow conditions of the experiments on the square cylinder car-

ried out in the multiple-fan wind tunnel of the Tamkang Uni-

versity, Taipei, by [4],[5], for the validation of the simulation

set-up. The time behavior on the Reynolds number, Re, and

of the non-dimensional acceleration, aD/u2∞ are reported in

Fig. 3. In particular, the inflow Reynolds number varies from

Re = 17200 toRe = 65300 and the maximum non-dimensional

acceleration is equal to 0.0076. Then, we considered dif-

ferent values of constant accelerations from Re = 40000 to

Re = 60000 for the square and rectangular geometries to single

out the effect of the acceleration values of the flow dynamics

(as shown, e.g., in Fig. 4). Non-dimensional acceleration val-

ues of the same order or above the one in the experiments are

considered to identify which is the limit value of the incoming-

flow acceleration for which the loads and frequencies evaluated

under steady-wind conditions are still valid.
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Figure 3: (a) Inflow Reynolds number, Re, and (b) non-

dimensional acceleration, aD/u2∞, of the experiments carried

out in the wind tunnel of the Tamkang University ([4],[5]).

In the final presentation, the numerical values will be com-

pared with the experimental ones ([4],[5]), although some

differences in the two set-ups are present, such as the differ-

ent turbulence levels of the incoming flows in simulations and

experiments, and taking into account all the limits of a non-

standard experiment such as the one analyzed. Moreover, we

will discuss the range of accelerations for which no variation

of the flow topology is found compared with the steady-inflow

conditions and the effect of accelerations above the critical

values on the flow dynamics around the square and the 5:1

rectangular cylinders. Mean and the fluctuating force coeffi-

cients and wake frequencies will be also discussed to highlight

the cases when steady-velocity predictions are still reliable.
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Figure 4: (a) Inflow Reynolds number, Re, and (b) non-

dimensional acceleration, aD/u2∞, for the LES simulations

with constant acceleration.
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INTRODUCTION 

The analysis and control of complex high-Reynolds-number 

flows of industrial and practical interest is one of the most 

distinctive open challenges that the scientific community 

has to face for fluid mechanics applications in the coming 

decades. Modelling bias and uncertainty may strongly affect 

the predictive capabilities of both numerical simulations and 

experimental measurements. Under this perspective, data-

driven tools from Data Assimilation, and, in particular, 

sequential tools such as the ensemble Kalman filter (EnKF), 

have been recently used to obtain a precise estimation of 

the physical flow state accounting for bias or uncertainty 

coming from real conditions. These strategies usually rely on 

a model, which provides a continuous or quasi-continuous 

description of the physical phenomenon at play, and on 

sparse, high-fidelity observation. 

  

A newly developed sequential Data Assimilation algorithm, 

combining multi-grid aspects and the ensemble Kalman 

Filter, has recently been presented in Moldovan et al. [1]. 

The so-called MGEnKF algorithm (Multi-Grid Ensemble 

Kalman Filter) exploits physical states obtained on multiple 

grids of different resolution to perform the state estimation 

and parametric optimization procedures which can be 

performed using the EnKF. More precisely, an ensemble of 

low-fidelity simulations of the flow are run on a coarse grid 

level together with a single higher-resolution simulation on 

the finest mesh level. The state estimation obtained at the 

coarse level and the associated ensemble statistics are used 

to filter the finest mesh solution and optimise a set of 

parameters describing the model (boundary conditions, 

model parameters…). This procedure allows to i) reduce the 

computational costs of the EnKF and ii) ensure the 

conservativity and the smoothness of the final solution.  

 

TEST CASE 

The strategy is tested and validated against the international 

benchmark referred to as BARC (Benchmark of the 

Aerodynamics of a Rectangular 5:1 Cylinder) [2]. This 

configuration is a simplified model of problems of interest in 

civil engineering. Despite the simple geometry, the flow 

shows complex features characterized by shear-layer 

separation from the upstream edges, unsteady 

reattachment on the cylinder side and vortex shedding in 

the wake. A representation of the test case of interest is 

shown in Figure 1. 

 

 
Figure 1: BARC model and domain geometry for the 

computational study.  
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A Data Assimilation experiment is performed where the 

MGEnKF algorithm is used to improve the predictive 

capabilities of an intermediate-fidelity LES (model) on a 

rather coarse grid, by integrating reference data 

(observation) from a high-fidelity LES, run on highly refined 

grid.  The obtained state estimation is significantly improved 

when compared with the coarse LES model prediction. This 

increased efficiency is observed for numerous physical 

quantities characterizing the flow, such as the mean 

pressure coefficient on the surface of the immersed body 

(see Figure 2). 

 

 
Figure 2: Mean pressure coefficient on the surface of the BARC 

test case. Results obtained via MGEnKF are compared with 

classical LES calculation and the high-fidelity reference simulation. 

 
The state estimation was further used to optimize the 

parametric description of the model. More precisely, the 

value of the parameter calibrating the introduced subgrid 

scale dissipation was determined using a dual filtering 

approach, in which state estimation and parametric 

inference are sequentially performed. The optimized value 

exhibits a large difference when compared with the initially 

prescribed value (prior), as shown in Figure 3. A posteriori 

test showed that LES ran with the optimized parameter 

performs significantly better than the baseline LES 

simulations. 

 

 
Figure 3: Convergence of the MGEnKF optimization of the explicit 

LES coefficient filter applied to the resolved equations. The 

coefficient is initialized with the baseline value. 
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INTRODUCTION 
 

The Ahmed car body is a widely used test case for 

evaluation of CFD codes for automotive simulations. 

Especially the 25° slant angle configuration [1] at a Reynolds 

number of 𝑅𝑒𝐻 = 0.768 ⋅ 106 (H – is the height of the body) 

has proven elusive both for RANS and LES methods. A 

publication of French-German authors [2] using a number of 

different LES codes and meshes has shown a disturbing 

variation of results. Even the best results in this study are far 

from the experimental data. No mesh independence has 

ever been demonstrated for this case. In contrast, the 

simulations presented at a reduced 𝑅𝑒𝐻 = 0.2 ⋅ 106 shown 

a high level of consistency even on relatively coarse grids [3].  

In this work a numerical study of the flow around the 

Ahmed body with slant angle of 25o is carried out, using 

different LES approaches: Wall-Resolved LES  (WRLES) and 

three cost-reduced approaches, such as Wall Modeled LES 

(WMLES), LES with Wall Functions (WFLES) and LES on 

Coarse Grids (CGLES). The simulations are carried out at low 

and high Reynolds numbers, 0.2 ⋅ 106 and 0.768 ⋅ 106, 

respectively. The prediction of high Re WRLES would require 

grids with much higher grid resolution (5-6 bill. cells for 

WRLES), therefore, this flow is predicted only using cost-

reduced LES approaches (up to 0.6 bill cells). The final 

presentation will show a detailed comparison of different 

LES approaches for the two different Reynolds numbers.  

NUMERICAL SETUP AND GRIDS 

Hexahedral structured grids are used for all considered 

approaches, except for WFLES, which is carried out on series 

of Octree grids, see Tables 1 for grid specifications. ANSYS 

Fluent R21.1 using the WALE turbulence model for WRLES, 

CGLES and WFLES is applied. For the WMLES computations, 

an algebraic WMLES-SW with a mixing-length RANS model 

near the wall is used.  

LES approach Grid max(Δx
+) 𝛿/Δ𝑥 

Size, 

mil.  

cells 

WRLES (low Re) 
M1 35 100 560 

M2 50 80 180 

CGLES (high re) M1 140 80  560 

CGLES (low Re) M3 110 60 35 

WFLES 

(low Re/high Re) 

С1 35/140 20 100 

С2 70/280 10 35 

С3 140/560 5 7 

WMLES 

(low Re/high Re) 

С4 35/140 20 80 

С5 70/280 10 40 

С6 140/560 5 20 

Table 1: Used grids and resolutions of the boundary layer in 

the middle part of the top side of the body. 

COMPUTATIONAL RESULTS 

The critical aspect of this test case is the flow over the 

slant, where the experiment shows separation and 

reattachment at about half of the slant.  

First, the results at low Re are considered. In the most 

accurate and expensive LES approach, namely WRLES, the 

boundary layer (BL) on the top and side walls of the body 

starts from a laminar bubble separation, leading to 

transition. Velocity profiles across the BL obtained on the 

largest grid M1 agree with the logarithmic law. Mean friction 

and pressure distribution are grid converged with minor 

changes in bubble separation at the front. Velocity profiles 

above the slant are grid converged and in close agreement 

with high Re experimental data of Lienhart et. al [1], see Fig. 

1 at bottom 
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The cost-reduced LES approaches at low Re show a fair 

accuracy, except for WFLES, which predicts a smaller size 

and strength of the separation zone, see Fig. 1. One should 

note that CGLES on the relatively coarse grid, M3, still shows 

close agreement with WRLES and experimental data. 

 

 
Figure 1: Friction distribution and velocity profiles for 

separation zone at middle XZ section at low Re number. 

 

Second, we consider the results of cost-reduced LES 

approaches at high Re. The results are significantly 

deteriorated relative to the ones obtained at low Re. WFLES 

and WMLES predict flow acceleration prior to the upper 

slant corner and no flow separation above the slant, see Fig. 

2. CGLES predicts no flow acceleration, however the 

predicted separation zone downstream is smaller compared 

to experimental data. The reason why the high Re results are 

worse can be twofold. Firstly, the grid resolution of the grids 

used for the high Re computations is insufficient. Secondly, 

at high Re, the flow might approach a bifurcation point. An 

indirect confirmation of the last statement is that CGLES at 

high Re fails to predict flow separation, while CGLES at low 

Re predicts the flow separation above the slant on a grid 

with similar Δ+ resolution (see Table 1.). 

CONCLUSIONS 

All the tested approaches predict the overall flow 

configuration with fair accuracy. At low Re, high quality 

WRLES results were obtained, in close agreement with the 

high Re exp. data [1]. The results of cost reduced LES 

approaches at low Re show fairly good agreement with both 

WRLES and exp. data, compared to the high Re results, 

where flow separation above the slant is not predicted.  

 

 
Figure 2: Friction distribution and velocity profiles for 

separation zone at middle XZ section at high Re number 

 

Surprisingly, the results of CGLES at high Re number on 

grid with resolution similar to the one used at low Re are in 

strong disagreement with experimental data. This may be an 

indication that the flow configuration at the high Re reaches 

a bifurcation point which is extremely hard to predict with 

under-resolved LES approaches. 

Computations were conducted with the use of SPbPU 

Computer Center “Polytechnichesky”. Russian authors’ 

research was funded by the Ministry of Science and Higher 

Education of the RF as part of World-class Research Center 

program (contract No. 075-15-2022-311 of Apr.20, 2022). 
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INTRODUCTION

In continuous hybrid RANS/LES modelling, when the fluid

flows from a RANS to a LES zone, the modelled stresses de-

crease drastically but the resolved stresses do not grow fast

enough (modelled-stress depletion). This problem can be alle-

viated by decreasing to zero the subgrid viscosity in the initial

region of a sheared detached layer, but this type of solution

is not sufficiently general and will not work in flows without

an inflection point [1]. This work aims at developing a more

general, active approach, able to compensate the loss of tur-

bulent energy in the modelled part by an injection of energy

in the resolved part.

PROPOSAL FOR AN ACTIVE MODEL

In filtered approaches, it is easy to demonstrate [3] that

when the filter size is varied (by refining the mesh), the equa-

tions display a term of energy transfer from the modelled part

to the resolved part. But a simpler way to address this issue

consists in noting that the resolved energy kr and the modelled

energy km are sensitive to the grid step ∆, but, in theory, not

k = kr + km. Thus, considering any variable φ as dependent

on t, x and ∆, we have

dφ

dt
=
∂φ

∂t
+
∂φ

∂Xi

dXi

dt
+
∂φ

∂∆

d∆

dt
=
∂φ

∂t
+∇φ·U+

∂φ

∂∆

d∆

dt
. (1)

Since we want to have k independent of ∆, we must have

∂kr

∂∆

d∆

dt
= −

∂km

∂∆

d∆

dt
(2)

The decrease of km due to mesh variations is thus compen-

sated by an increase of kr of the same amount. However, this

mechanism does not exist in the models and must therefore

be introduced.

In the context of zonal methods, [4] proposed the ALF

approach to generate fluctuations in the resolved motion by

introducing a volume force of the form

fi = Aij ũj +Bi (3)

in the momentum equation, where ũi represents the resolved

velocity. In this approach, there is an overlap region between

the RANS domain and the LES domain, and the tensor Aij

is determined by

Aik <ukuj> +Ajk <ukui>= Cij (4)

where ui stands for the fluctuating part of the resolved veloc-

ity. The limitation of this approach is that the rhs Cij = (<

uiuj>
RANS − <uiuj>)/(Crk/ε) depends on the target ten-

sor < uiuj >
RANS given by the RANS model, which is only

available because there is an overlap region between RANS

and LES. In the framework of continuous hybrid RANS/LES,

this target is not available, but Eq. (2) indicates at which rate

the energy must be injected into the resolved motion, such

that

Cij = −C <uiuj>
1

∆

d∆

dt
; Bi = −Aij <ũj> (5)

RESULTS AND DISCUSSION

The new active approach is applied to the periodic hill case

with the HTLES model [5] based on the underlying k-ω-SST

RANS model, using Code Saturne. A periodic RANS solution

is applied at the inlet and the transition from RANS to LES is

performed between x/h = 0 and x/h = 2. Fig. 1 shows that,

when no forcing term is introduced, the resolved structures

take a long time to develop, and Fig. 2 that the turbulent

energy remains too low until the fourth hill. Fig. 3 shows that

the solution is then severely deteriorated until x/h = 22.

The introduction of the ALF forcing in the region x/h ∈
[0; 2] solves this problem very efficiently, with a rapid devel-

opment of the resolved content, which leads to a very good

prediction of Cf . It can be seen that the active method also

generates resolved structures rapidly, although it can be seen

in Fig. 2 that it is not quite as efficient as the ALF method to

reach the fully developed turbulent energy. Here, the forcing

term is also only active up to x/h = 2. From x/h = 4, the

solution of the active method is almost identical to that given

by the ALF and very close to the periodic solution. Fig. 3

shows that the application of the forcing term makes it pos-

sible to avoid a completely false solution after the beginning

of the transition from RANS to LES and to tend very quickly

towards the periodic solution.

CONCLUSION

In this work, an active hybrid RANS/LES method is pro-

posed, i.e., a method that injects energy into the resolved

motion when the solution transitions from RANS to LES. This

method is applicable to any hybrid model and only requires

the introduction of a volume force into the resolved momen-

tum equation. This forcing allows for the rapid development

of realistic resolved structures, corrects much of the modelled-

stress depletion problem and thus makes it possible to rapidly

reach a fully developed LES solution.



Figure 1: Isocontours Q = 0.2U2
b /h

2 colored with the velocity magnitude and, in the background, modelled-to-total turbulent

energy ratio r, indicating the regions solved in RANS (r = 1) and in LES (r < 1). Top: HTLES without forcing term; middle:

HTLES with the ALF volume forcing; bottom: Active HTLES.

(a) Between hill #1 and hill #2 (b) Between hill #2 and hill #3 (c) Between hill #3 and hill #4

Figure 2: Profiles of turbulent energy (resolved+modelled).

Figure 3: Friction coefficient.
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INTRODUCTION

A new Grey-Area Mitigation (GAM) method for hybrid

RANS-LES is presented. In regions of variable resolution,

the transfer of energy between modelled (RANS) and resolved

(LES) turbulence is quantified by a commutation residue term,

originally formulated by Girimaji and Wallin [1]. They pro-

posed a model for this term related to PANS and indicated

extensions to length scale based models such as DES. In this

work, we seek to exploit and extend this formulation for DES-

based models aiming for a more rapid transition between

unresolved and resolved turbulent scales in the vicinity of a

RANS-LES interface. A zonal hybrid RANS-LES approach

using a similar commutation residue term was investigated by

Arvidson et al. [2], where they defined an explicit interface

where the commutation residue term is active between the

RANS and LES regions.

MATHEMATICAL FORMULATION

The energy balance in the spectral space is illustrated in

Fig. 1 with κc ∝ 1/Lref as the spectral cut-off wave number

dividing the turbulence energy into the resolved and unre-

solved parts. For constant resolution, where κc is constant in

space/time, the energy cascade σ is responsible for the energy

exchange between the resolved and unresolved scales. With

variable Lref , κc can vary in time or space and correspond-

ingly the position of the interface between Kr and Ku will

change. This leads to an additional mechanism of energy ex-

change between Kr and Ku. Following Girimaji and Wallin

[1], this energy exchange can be described by a commutation

residue term, PTr, in terms of the variation of the hybrid

length scale Lref :

PTr =
2

3

Ku

Lref

DLref

Dt
. (1)

In this paper, we compute the hybrid length scale according

to the hybrid k − ω SST DDES model [3, 4]

Lref = LRANS − fd max(0, LRANS − LLES), (2)

κc

Kr

Ku

σ

κ

E
(κ
)

Figure 1: Illustration of energy spectrum with cut-off wave

number.

where LRANS = β∗Kuω and LLES = CDES∆ are the RANS

and LES length scales, respectively. In addition to ∆ = ∆max

used in the original formulation, we use ∆̃ω [5], which adapts

the subgrid-scale based on the local vorticity direction of the

flow. The commutation residue term PTr in Eq. (1) acts as

a source/sink term in the equations for Ku and ω. In the

case of decreasing Lref , energy is transferred from the un-

resolved (RANS) to the resolved (LES) scales and PTr < 0.

Energy conservation dictates that the energy transfer rate,

PTr, removed from the unresolved scales must be added to

the resolved scales. The energy transfer to/from the resolved

scales is modelled as a diffusion term in the momentum equa-

tion [1]

νTr =
PTr

2S2
, (3)

where S2 = SijSij . It must be emphasized that νTr and νt
represent different physics and should not be mixed up. For

numerical solution they can be added through:

ν∗ = νt + νTr. (4)

When resolution improves in space/time, energy is transferred

from unresolved to resolved turbulence. This is brought by a

negative νTr. We limit νTr ≥ −νt to ensure positive total

turbulent diffusion. Note that Eqs. (1) and (3) are computed

and added everywhere in the computational domain.



RESULTS

The free shear layer flow, investigated experimentally by

Delville [6], has been simulated using hybrid RANS-LES. The

computational domain includes an infinitely thin flat plate,

with boundary layers on each side, and the region downstream

of the flat plate trailing edge where the two boundary layers

mix. The experimental boundary layer properties at the trail-

ing edge are presented in Table 1. The focus region of the

Measure Notation High vel. BL Low vel. BL

Velocity U∞ 41.54 m/s 22.40 m/s

Thickness δ 9.6 mm 6.3 mm

Displ. thick. δ1 1.4 mm 1.0 mm

Mom. thick. θ 1.0 mm 0.73 mm

Shape factor H 1.35 1.37

Re based on θ Reθ 2900 1200

Turbulence level u′/U∞ ∼ 0.3 % ∼ 0.3 %

Table 1: Summary of computational case considered. Data

from experiment [6].

grid, i.e. the region from the flat plate trailing edge at x = 0

to x = 1 m, consists of (nx, ny , nz) = (640, 96, 96) cells. The

total number of hexahedral grid cells are 13.7 million. The

boundary layers are treated in RANS mode and the DDES

automatically switches to LES after the trainling edge.

In Figs 2 - 4 resolved turbulent structures are visualized

using iso-surfaces of Q-criterion. The grey area given with

∆max (Fig. 2) is clearly recognized since there is a large part

of the shear layer which does not show any resolved turbulent

structures. This effect is somewhat mitigated by using the

vorticity based length scale ∆̃ω (Fig. 3). By introducing the

commutation residue terms given by Eqs. (1) and (3), a rapid

development of resolved turbulent structures close to the trail-

ing edge is observed in Fig. 4. It is also recognized that the

two dimensional Kelvin-Helmholtz type of structures present

in the results with ∆max and ∆̃ω without the commutation

term are diminished. The effect of the different formulations

on the vorticity thickness is given in Fig. 5. In the legend of

the figure, the commutation term is denoted C2, and C2 LIM

corresponds to PTr = 2νTrS
2 whenever Eq. (4) is limited to

remain positive. The commutation term with ∆̃ω captures

reasonably well the growth of the vorticity thickness. If no

commutation term is applied, there is a strong delay in the

mixing of the two boundary layers, giving too slow growth of

the vorticity thickness. This applies to both ∆max and ∆̃ω .

Figure 2: Resolved turbulent structures visualized using iso-

surfaces of Q-criterion Q(L/Ulow)2 = 100. ∆ = ∆max.
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Figure 3: Resolved turbulent structures visualized using iso-

surfaces of Q-criterion Q(L/Ulow)2 = 100. ∆ = ∆̃ω .

Figure 4: Resolved turbulent structures visualized using iso-

surfaces of Q-criterion Q(L/Ulow)2 = 100. ∆ = ∆̃ω +

commutation term.
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Figure 5: Vorticity thickness.
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INTRODUCTION 

    Separation based on swirling flows is commonly adopted 

in a large variety of engineering applications, such as 

centrifuges, cyclones, and inline separators[1]. Being able 

to perform such separation operation without the need of 

dedicated units and directly inside the pipes would 

represent a significant advantage in the path towards 

process intensification[2].  

In this work, the fluid dynamics of an innovative 

compact inline swirler specifically designed to perform gas-

liquid separation in pipes is investigated from a numerical 

perspective, with a combination of LES and RANS 

approaches[3].  

 

THE SYSTEM AND THE MODELLING APPROACH 

    A 0.09 m pipe with a compact swirler consisting of six flat 

blades pitched at 45° is investigated. The swirler has an 

axial length of 13 mm and the blades extend to the pipe 

walls. The system is shown in Figure 1.  

 
Figure 1: Cutaway drawing of the pipe with the compact inline 

swirler separator 

 

The continuous phase consists of water and the dispersed 

gas phase is air. Different operative conditions are 

considered in terms of water and gas flow rates.  

A hybrid Large eddy Simulation –Reynolds Averaged 

Navier-Stokes (LES-RANS) approach is adopted to predict 

the liquid flow field[3], with the unsteady RANS equations 

solved in the near wall region and the LES for the modelling 

of the free swirling flow.  

The gas-liquid flow is described with a simplified algebraic 

slip model[4], in which one set of momentum equations for 

the mass averaged velocity is solved and the volume 

fraction of each fluid is tracked throughout the domain, 

assuming an empirically derived relation for the relative 

velocity of the phases. . 

The calculation of the local mean age of the fluid parcels 

in the domain is also obtained by the solution of an 

additional transport equation, giving useful information on 

the flow circulation. The mean age distribution theory is 

described in the following. 

After the attainment of the gas-liquid flow field, the 

bubble size distribution is calculated by the decoupled 

solution of a Population Balance Equation (PBM).  

Based on the computational results, the capability of the 

compact swirler to provide efficient inline gas-liquid 

separation is finally assessed.  

 

MEAN AGE DISTRIBUTION 

    Assuming to inject a passive tracer in a continuous 

system by means of a pulse input, mean age is defined as 

the average age of all the tracer molecules of a sample 

withdrawn at the general location x and for steady flows it 

is a function of space only[5]. Mean Age, a(x), is defined 

as[6]: 

 𝑎(𝒙) =
∫ 𝑡𝐶(𝒙,𝑡)𝑑𝑡

∞

0

∫ 𝐶(𝒙,𝑡)𝑑𝑡
∞

0

             (1) 

Where C(x,t) is the concentration of a passive tracer 

injected in the system through a pulse input at a given 

location x and time t. The mean age governing equation 

can be derived, and it reads as: 

∇(𝒖 𝑎(𝒙)) = ∇ ⋅ 𝐷𝑒∇(𝑎(𝒙)) + 1             (2) 

mailto:francesco.maluta@unibo.it


With 𝐷𝑒 being the effective viscosity given by the sum of 

the laminar and turbulent viscosity and 𝒖 being the mean 

velocity field. The spatial distribution of mean age gives 

information on the spatial nonuniformities of mixing and 

can highlight mean flow structures, such as recirculation 

loops. 

 

RESULTS 

In this work, the single-phase flow field predicted by 

the simulations is validated through direct comparison with 

Particle Image Velocimetry (PIV) measurements, Figure 2, 

and the pressure losses in the system are also compared 

with experimental results. 

 
Figure 2: Comparison between experimental and numerical mean 

axial velocity. 

 

The periodic velocity fluctuations observed 

downstream of the compact swirler are analyzed to 

establish a correlation industrially exploitable for 

measuring the volumetric flow rate inside the pipe. The 

Mean Age Distribution of an inert tracer is obtained from a 

simplified transport equation to quantitatively assess the 

state of mixing of the single-phase flow, Figure 3.  

Lastly, the gas-liquid flow field obtained with the 

present approach will be compared against RANS 

simulations obtained with the k-ε turbulence model, and 

the differences in the bubble size distributions obtained 

from the two different modelling approaches will be 

assessed. 

 

 
Figure 3: Mean age distribution on a plane close to the inline 

swirler and Probability Density Function (PDF) of the Mean Age, 

showing the flow deviations from ideality. 
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INTRODUCTION

Classical investigations on the aeroelasticity of wings used

for the analysis of flutter stability are often carried out

based on simplifying model configurations given by elastically

mounted rigid wings. For this purpose, either one degree of

freedom (1-DOF) considering solely the pitch motion or two

degrees of freedom (2-DOF: pitch and heave) are taken into

account, see, e.g., Poirel et al. [4, 5]. Concerning the Reynolds

number, flows in the transitional regime are of specific interest

due to two reasons. First, unmanned air vehicles including

Micro Air Vehicles (MAV) operate in this range. Second,

specific flow phenomena such as laminar separation bubbles

and transition render this an interesting and challenging case.

Aeroelastic effects like laminar separation flutter (LSF) that

are different compared to high-Re investigations typically car-

ried out for airplanes are expected. In a precursor study

by Wood et al. [8] experimental investigations on the fluid-

structure interaction (FSI) of a 2-DOF elastically mounted

wing were carried out in a wind tunnel. Complementary nu-

merical predictions of the identical coupled FSI setup were

performed by De Nayer et al. [3] relying on eddy-resolving

simulations (LES). The results show that coupled high-fidelity

solvers allow to predict the FSI problem with an acceptable

accuracy leading to either small/large-amplitude oscillations

or flutter depending on the case and Re number considered.

Note that no wind gusts were taken into account in this pre-

ceding studies and thus the airfoil has to be initially excited

by mechanical perturbations.

The objective of the present contribution is to study the

aeroelastic response of the same 2-DOF NACA 0012 airfoil in

the transitional Reynolds number regime subjected to vertical

wind gusts. The effect of different gust parameters (wave-

lengths and amplitudes) on the dynamics of the airfoil is

examined. Especially the question of interest is whether cer-

tain gusts can induce limit-cycle oscillations or even flutter.

APPLIED METHODOLOGY

The numerical methodology applied consists of a parti-

tioned coupled solver combining large-eddy simulations on the

fluid side with a solver for the governing equations of the

translation and rotation of the rigid wing. The finite-volume

Navier-Stokes solver works with curvilinear, block-structured

body-fitted grids in the ALE formulation and is second-order

accurate in space and time [1]. The standard Smagorinsky

model with van-Driest damping near solid walls (cs = 0.1)

is applied. The rigid-body solver receives the fluid forces

and moments, and predicts the translational and rotational

motions based on Newton’s second law using the standard

Newmark method of second-order accuracy. The predicted

structural displacements of the surface of the airfoil are the in-

put parameters for the adaption of the inner grid. The hybrid

grid adaption algorithm (IDW-TFI) developed by Sen et al.

[6] is applied. Since in the present application the added-mass

effect is negligible, a loose coupling algorithm is preferred.

To inject vertical wind gusts into the computational do-

main, the split velocity method proposed by Wales et al. [7]

was found to be superior [2] since it is capable of capturing

the full interaction between the gust and the structure. Fur-

thermore, the gust can be injected directly in front of the

structure, which avoids strong damping effects by numerical

dissipation in region of coarse grids.

TEST CASE AND SETUP

As mentioned before, the FSI setup is inspired by precur-

sor investigations [3, 8]. The airfoil exposed to a constant

free-stream velocity u∞ and vertical gravity undergoes heave

and pitch motions modeled by a mass-spring-damper system

for both DOF. These are described by six structural parame-

ters: the mass and the mass moment of inertia of the airfoil

as well as one material stiffness and one material damping

coefficient for each direction of movement [3]. In the config-

uration considered the center of gravity nearly coincides with

the center of rotation. In [3, 8] this setup was investigated for

a wide range of transitional Re numbers. The most interesting

case was found to be Re = 33,900, which is employed in the

present study. Initiated by external perturbations, a series of

sustained large bounded amplitude oscillations was detected

in [3, 8]. Here, the effect of gust-induced perturbations and

their effect on the airfoil’s stability will be examined. For this

purpose, vertical gusts which vary solely in the streamwise di-

rection are introduced upstream of the airfoil (chord length c)

and convected downstream with u∞. Gusts of different wave-

lengths (Lx1
g /c = 2, 4 and 6) and amplitudes (Ag/u∞ = 1, 2

and 3) are investigated. Note that a deterministic gust model

is applied using an Extreme Coherent Gust (ECG) often de-

noted ”1-cosine” shape defined in the IEC-Standard [9].

A C-type grid with about 1.9 million control volumes (CVs)

is used and 60 CVs are distributed in the spanwise direction

assuming periodic boundary conditions. The grid points are

clustered near the surface such that the viscous sublayer can

be resolved and no-slip conditions can be applied. At the inlet

and the bottom boundary the constant free-stream velocity is

1



assumed. At the outlet and the top boundary a convective

outflow boundary condition is prescribed to assure that the

generated vortical structure can leave the computational do-

main without perceptible disturbances.

EXCERPT FROM THE RESULTS

First results compare the aerodynamic forces exerted on

the airfoil between two cases, namely, a fixed airfoil (CFD)

and free to move airfoil (FSI). Figure 1 depicts the instanta-

neous lift force and pitching moment of the airfoil encountering

a 1-cosine vertical gust of length Lx1
g /c = 2 and strength

Ag/u∞ = 2. Although identical curves are obtained during

the airfoil-gust interaction (i.e., until t∗ = t u∞/c = 3), the

curves of the FSI case continue to oscillate around zero while

their CFD counterparts recover to the steady-state values.

Oscillating aerodynamic forces contribute to both dampening

and amplifying the motion as found in later investigations.

Figure 1: Instantaneous lift force and pitching moment of a

fixed and an elastically mounted airfoil subjected to a vertical

gust of length Lx1
g /c = 2 and amplitude Ag/u∞ = 2.

Further insight into the physics involved is provided in

Fig. 2, where four instants in time are chosen to depict the

development and transport of flow structures during the free

airfoil-gust encounter. Leading-edge vortices are formed and

convected downstream as the airfoil undergoes heave and pitch

motions as a result of the imposed aerodynamic loads.

v/u∞

(a) Gust center at leading edge (b) Instant at maximum lift

(c) Gust center at trailing edge (d) Gust completely left airfoil

Figure 2: Four snapshots of the total vertical velocity of the

gust encounter on the elastically mounted airfoil.

FSI simulations are carried out to investigate different gust

lengths and strengths. The aeroelastic response is found to

be strongly depending on the parameters of the gusts cho-

sen. Figure 3 shows the instantaneous heave and pitch motion

of the airfoil experiencing interaction with a vertical gust of

length Lx1
g /c = 4. For low gust strength of Ag/c = 1 or 2, the

amplitudes of both DOFs are found to show an initial increase

upon the gust encounter followed by a steady decrease related

to an overall positive damping effect of the aerodynamic forces.

Obviously, both DOFs eventually settle after several oscilla-

tion cycles at a stage in which their amplitudes are sustained

and bounded (i.e., limit cycle oscillation). In contrast, for a

strong gust with Ag/c = 3 the gust induces high instabilities

which triggers a pitch governed diverging motion also known

as stall flutter. These and other results including the effect of

the gust length on the airfoil behavior and an energy analysis

will be discussed in more detail in the final paper.

Figure 3: Instantaneous heave and pitch DOFs of the airfoil

subjected to vertical gusts of varying strength Ag/u∞ at a

fixed gust length of Lx1
g /c = 4.
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INTRODUCTION

Dragonflies are fascinating insects. Opposed to most other

species, they have two pairs of flexible wings arranged in hor-

izontal tandem configuration, and they can move each wing

independently. As a consequence, they are among the most

agile and quickest flying insects in the world [1]. They are able

to perform rapid manoeuvres, hover, flight in any direction,

glide and cruise efficiently. Indeed, previous studies in ideal-

ized geometries suggest that the arrangement of rigid wings

in tandem can be beneficial in terms of force generation and

efficiency, if the wing kinematics are properly selected [2, 3].

On the other hand, previous works have shown that an en-

hancement on the aerodynamic performance of flapping wings

may be obtained by tuning the wing’s flexibility [4]. However,

flexibility effects have been analyzed mostly on isolated wings,

and little attention has been paid to flexibility effects on flap-

ping wings in horizontal tandem configuration. It should be

noted that the resulting fluid-structure interaction (FSI) prob-

lem for flexible flapping wings in tandem is very challenging,

both from the point of view of experiments and simulations.

Moreover, since the associated parametric space is very large,

it is difficult to obtain information that can have a direct im-

pact on the design of dragonfly-like micro air vehicles with

flexible wings [5].

As a follow-up to our previous computational work on the

aerodynamic performance of rigid wings in horizontal tandem

configuration [3, 6], we analyze here the effect of the wing’s

flexibility on the aerodynamic performance and on the flow

structures surrounding the wings.

METHODOLOGY

Two finite spanwise-flexible wings are immersed in a free

stream of constant speed, U∞. Wings are modelled as rectan-

gular flat plates of chord c, thickness hs/c = 0.02 and aspect

ratio AR = 4. The Reynolds number based on the free-stream

velocity and the chord of the wing is Re = U∞c/ν = 1000. A

heaving and pitching motion is prescribed at the mid section

of the wings, following the laws

hi(t) = h0 cos(ωt+ ϕfh,i), (1)

θi(t) = θ0 cos(ωt+ ϕhp + ϕfh,i), (2)

where the subscript i refers to the forewing (i = f) or the

i h0 θ0 Stc ϕhp ϕfh,i

f
0.388 26.19◦ 0.496 90◦

0

h 347.1◦

Table 1: Kinematic parameters of the midsection of the

forewing (i = f) and the hindwing (i = h)

hindwing (i = h). Both wings have the same heaving am-

plitude (h0), pitching amplitude (θ0), angular frequency (ω),

and phase lag between heaving and pitching (ϕhp). The phase

lag between the forewing and hindwing is controlled by ϕfh,i.

The frequency of the motion is given in terms of the Strouhal

number based on the chord of the wing, Stc = ωc/(2πU∞).

The values defining the kinematics are presented in table 1,

and are based on a 2D optimal kinematics that maximizes

the propulsive efficiency of a pair of airfoils. The wings are

arranged in horizontal tandem with a separation s = 0.5c.

The flexibility of the wings is modeled using a multi-body

system (MBS) of connected rigid segments interacting with

the surrounding fluid [7]. Hence, the wing is divided in N = 21

plates along the spanwise direction, connected with torsion

springs to model the spanwise flexibility of the wing. The

Young’s modulus of the wings (i.e., the stiffness of the torsional

springs) is specified in terms of the ratio of natural frequency

of the wing immersed in fluid [8] over the angular frequency

of the wing’s motion, ωn,f/ω. A density ratio of ρs/ρf =

20 is chosen, yielding values of the effective inertia typical of

dragonfly wings.

To provide a baseline for the the horizontal tandem flexible

wings, we also consider a case with horizontal tandem rigid

wings (i.e., ωn,f/ω → ∞), and several flexible isolated wings

with the same kinematics as the forewing.

Direct numerical simulations of the flow are performed us-

ing the in-house code TUCAN, a constant-density fluid solver

that models the presence of the bodies using the Immersed

Boundary Method (IBM) proposed by Uhlmann [9]. More

details on the flow solver and its validation can be found

elsewhere [7]. The time step is selected such that the CFL

number is maintained under 0.3. Simulations are performed

in a domain of 14c × 11c × 7c in the streamwise, spanwise

and vertical directions, respectively. A refined zone is defined

roughly at the middle of the domain with a uniform grid size

of ∆r = c/96.
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Figure 1: Averaged thrust coefficient CT as a function of flex-

ibility. ωn,f/ω → ∞ means rigid. Grey, red and blue dots

refer to isolated wings, forewings and hindwings respectively.

RESULTS

Figure 1 shows the evolution of the time-averaged thrust

coefficient of each wing, CT , as a function of the ratio of the

natural frequency in the fluid over the angular frequency of

the motion, ωn,f/ω. The baseline is provided by the flexi-

ble isolated wings (grey bullets), which show that decreasing

ωn,f/ω (i.e. increasing the flexibility) leads to increased thrust

generation. The increase is not monotonic, and an opti-

mal aerodynamic performance is achieved when ωn,f/ω ≈ 1.

This suggests that the optimal performance of isolated flexible

wings may be linked to a resonance phenomenon. As shown in

Figure 1, the thrust coefficient near the resonance is increased

by a factor of 2.4 with respect to the rigid case. For values of

ωn,f/ω < 1, a sudden drop of performance suddenly occurs,

leading to lower thrust generation compared to the rigid case.

When comparing the isolated wing with the pair of wings

in horizontal tandem, two main results can be highlighted.

First, the behavior of the forewing is very similar to the be-

haviour of the isolated wings, with an optimal performance at

ωn,f/ω ≈ 1. Interestingly, rigid and flexible forewings have

slightly better aerodynamic performance than their isolated

counterparts (compare red and grey dots on Figure 1), al-

though this might be related to the selected kinematics (i.e.,

forewing and hindwing flapping almost in phase). Second,

Figure 1 shows the optimal frequency ratio for the hindwing

is ωn,f/ω ≈ 2, roughly twice larger than the optimal values

for forewing and isolated wings. This discrepancy is not com-

pletely surprising, since the aerodynamic performance of the

hindwing is dictated by the interaction of the hindwing with

the vortices shed by the forewing. These interactions are de-

picted in Figure 2, which shows iso-Q contours to represent the

vortical structures over the tandem wings. The figure shows

that the evolution of the leading edge vortices and tip vortices

shed by the forewing varies with the flexibility, as does their

interaction with the hindwing.

In the presentation we will further discuss how flexibility

impacts on the aerodynamic performance of isolated and tan-

dem wings, trying to identify the optimal flexibilities for the

tandem configuration.
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INTRODUCTION

Fisch schooling is an example provided by Nature of inter-

acting bodies through a fluid with surprising behaviours [1, 2].

Due to the presence of more than one fish, each individual has

to interact with an ambient fluid which is disturbed by the

surrounding individuals. These interactions can be exploited

by the individual to extract energy from the fluid and move in

a more efficient manner than if it were in isolation. Although

the main reason why animals form schools or flocks may not

be entirely clear yet, it is well known that animals benefit from

collective motion in terms of flow interaction [3, 4].

In the present study, we focus on the minimal example of

fish schooling, namely the coordinated, self-propelled swim of

two individuals in tandem configuration. This example has

been extensively studied in two-dimensions (2D) [5, 6, 7, 8].

However, it is known that the wake pattern of a self-propelled

body significantly differs from 2D to 3D [9]: from a reverse von

Kármán vortex street in 2D to a diverging wake of vortex rings

in 3D. This could lead to significant differences of 3D stable

positions of the collective and on their associated performance

when compared to its 2D counterparts. In particular, the sta-

ble quantized positions observed by Ramananarivo et. al [6]

and Newbolt et. al [8] on a von Kármán vortex street may

no longer emerge on a 3D bifurcating wake. Hence, different

vortical interactions might be expected in 3D with respect to

2D, which could alter the performance of the bodies. In order

to address these questions, we perform direct numerical sim-

ulations of two, idealized, self-propelled swimmers in tandem

configuration in 3D.

METHODOLOGY

Two rectangular self-propelling plates immersed in an oth-

erwise quiescent fluid are considered. The plates have a chord

C, span b; thickness, e; uniform density, ρs; and they are flex-

ible along the chordwise direction. Under the arrangement of

the plates considered in this study, one of the flappers swims

downstream of the other. We denote the flapper swimming

downstream as follower, and the upstream flapper as leader.

The flappers are free to move along the horizontal direc-

tion (X), whereas the vertical motion of their leading edge is

prescribed as,

Zl(t) = A cos (2πft), Zf (t) = H +A cos (2πft− φ), (1)

Zl(t)

Zf (t)

D(t)

H

Figure 1: Side view of the schooling configuration.

b e A Re ρs/ρ ωn

0.5C 0.02C 0.5C 200 10 0.35f

Table 1: List of parameters that define the problem.

where A is the heaving amplitude, f is the frequency of os-

cillation, φ is the phase offset, and H is the mean vertical

offset between the flappers, These magnitudes are sketched

in Figure 1, alongside the instantaneous horizontal distance,

D(t) = Xf (t) − Xl(t). The subscripts l and f denote the

leader and the follower flappers, respectively.

Three heaving offsets H = [0, 0.3, 0.6]C, and different phase

offsets in the range φ = [0◦ − 360◦] are considered to find

stable equilibrium positions of the flapper in the H −φ plane.

The rest of parameters that define the problem are kept fixed

and gathered in Table 1. The Reynolds number is defined as,

Re = 2πfC/ν, where ν is the kinematic viscosity; ρ is the fluid

density; and ωn is the first natural frequency of the flapper’s

elastic response in vacuum.

A lumped-torsional flexibility model is used to simulate the

chordwise flexibility of the flappers. Under this approach,

each flapper is a multi-body system (MBS) of rigid bodies

connected by torsional springs [11].

The flow surrounding the flappers is determined by solv-

ing the Navier-Stokes equations of the incompressible flow.

The presence of the flappers is modelled using the immersed

boundary method proposed by Uhlmann [10]. The flow equa-

tions and the dynamic equations of the MBS are weakly cou-

pled. More details about the flow solver and its validation can

be found in Arranz et al. [11].
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Figure 2: Flow visualization of (top) a regular (H/C = 0.6,

φ = 180◦) and (bottom) a compact case (H/C = 0, φ = 0◦).

Vortical structures correspond to iso-surfaces of the second

invariant of the velocity gradient tensor, Q.

RESULTS

A total of 24 simulations, varying H and φ have been per-

formed. Stable tandem configurations emerge in all cases,

where both flappers swim at a constant average propulsive

speed, maintaining an average horizontal distance, D. Three

schooling modes are observed: first, a regular mode (D/c > 1),

in which the performance of the leader is virtually equiva-

lent to that of an isolated flapper, whereas the performance

of the follower depends on the interaction with the leader’s

wake; second, a compact mode, characterized by D/c ≈ 1, in

which the leader’s performance is also affected by the presence

of the leader; and third, an aligned mode, only observed for

H = 0.6C, in which D/c < 1 and the performance of both

flappers, in terms of efficiency and propulsive speed, is less

than that of the isolated flapper. For the sake of ilustration,

Figure 2 depicts the flow for a regular and a compact config-

uration.

Results show that D linearly depends on φ as for 2D self-

propelling tandem foils [8], and it is little influenced by H

(see Figure 3). On the other hand, the performance of the

follower’s strongly depends on φ and H (not shown). In par-

ticular, depending on the interaction with the leader’s wake,

the propulsive efficiency of the follower can increase up to 10%

as compared to that of the isolated flapper, or decrease by an

8%.

In the presentation, we will discuss in more detail the lin-

ear dependence between D and φ. In addition, we will show

that the follower’s performance can be linked to the vertical

velocity induced by the vortex rings shed by the leader. Thus,

a reduced order model can be built to qualitatively predict

the performance of the follower based solely on the wake shed

by an isolated flapper. The interested reader can find more

details of the present study in Arranz et al. [12].

0.5 1.0 1.5 2.0 2.5 3.0 3.5

D/C

0

90

180

270

360

φ
[d

eg
]

H/C = 0

H/C = 0.3

H/C = 0.6

Figure 3: Relationship between φ and D for all cases. Each

symbol stands for a different vertical offset, H.
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RAYLEIGH-BÉNARD CONVECTION (RBC)

We consider Rayleigh-Bénard convection (RBC) in

two-dimensions using the Oberbeck-Boussinesq approxima-

tion of the Navier-Stokes equations with constant kinematic

viscosity ν > 0, thermal diffusivity κ > 0, coefficient of ther-

mal expansion α, gravitational magnitude g in the negative

ẑ-direction, periodic boundary conditions in the horizontal

direction with length L, no-slip boundary conditions in the

vertical direction with length H, and isothermal temperature

Ttop at the top and Tbot at the bottom. The system models

a buoyancy-driven flow in a fluid layer heated from below and

cooled from above. Denoting the aspect ratio of the domain

by Λ := L/H, the equations governing the nondimensionalized

velocity u, temperature T , and pressure p are
∂tu+∇ · (u⊗ u)−∇p =

√
Pr
Ra

∆u+ T ẑ ,

∂tT +∇ · (uT ) = 1√
PrRa

∆T ,

∇ · u = 0 ,

(1)

where the Rayeligh and Prandtl numbers are denoted Ra :=
α∆TgH2

νκ
and Pr := ν

κ
. The boundary conditions are:

u(t, x, z) = 0 (t, x, z) ∈ R+ × [0,Λ]× {0, 1} ,
T (t, x, z) = 1 (t, x, z) ∈ R+ × [0,Λ]× {0} ,
T (t, x, z) = 0 (t, x, z) ∈ R+ × [0,Λ]× {1} ,

and u, T, p are periodic with period Λ in the x-variable. The

RBC initial-value problem is well-posed in the standard L2-

Sobolev classes with phase space denoted X, and the solu-

tion semigroup {St}t≥0 : X → X has a compact connected

finite-dimensional maximal attractor A ⊂ X [1]. While the

existence of an inertial manifold (i.e., ∃ a finite dimensional

restriction) is unknown, it has recently been shown that there

exists a finite-dimensional determining form involving only the

velocity field [2]. The LES and a priori learning problem that

we describe below can be understood as a learning problem

for an approximate inertial map, with the filter replacing the

‘slow’ dissipation operator eigenspace.

A key diagnostic of RBC is the Nusselt number Nu, which

is defined to be the ratio of bulk-averaged vertical heat flux

Q from both conduction and convection to flux κ∆T/H from

conduction alone. In terms of nondimesional quantities,

Nu := ⟨(
√
PrRa uT −∇T ) · ẑ⟩ = 1 +

√
PrRa⟨uzT ⟩ ,

where ⟨·⟩ denotes the time and spatial average operator and

uz = u · ẑ denotes the vertical component of the velocity. The

asymptotic behavior of Nu as Ra → ∞ is a long standing open

problem [3]. Experiments and analysis have yet to confirm

the ‘classical’ scaling Nu ∼ Ra1/3 or ‘ultimate’ scaling Ra1/2,

which has been proved to be the upper limit [4]

SUBGRID-SCALE (SGS) TENSORS

We define a filtering operator acting on fields defined on the

spatial domain via a product Gaussian filter with constant

horizontal width ∆x and non-uniform vertical width ∆y(y)

that is smaller near the vertical boundary. Applying the filter

to (1) and using the notation · for filtered fields, we find
∂tu+∇ · (u⊗ u)−∇p =

√
Pr
Ra

∆u+ T ẑ−∇ · τ + eu ,

∂tT +∇ · (uT ) = 1√
PrRa

∆T −∇ · q+ eT ,

∇ · u = 0 ,

(2)

where the SGS stress and heat flux tensors are denoted

τ = τ(u) = u⊗ u− u⊗ u and q = q(u, T ) = uT − uT ,

and the fields eu, eT are errors that arise due to non-

uniformity. We define the total SGS by T : X×[0,Λ]×[0, 1] →
R6 by T (u, T ) = [τ (u),q(u, T )]⊤. It follows that

Nu = 1 +
√
PrRa ⟨uzT + qz⟩+ eNu , (3)

where eNu = ⟨uzT − uzT ⟩ is the commutator error.

CONTINUUM A PRIORI LEARNING

Denote by Fθ : [0,Λ]× [0, 1]× R2 × R× R2×2 × R2 → R6,

θ ∈ Rdθ , a fully connected five hidden-layer neural network

(NN) with tanh activation functions and hidden layer depth

512. The NN induces an SGS T θ : X × [0,Λ]× [0, 1] → R6:

T θ(u, T )(x, z) = Fθ(x, z,u(x, z), T (x, z),∇u(x, z),∇T (x, z)) ,

with components denoted [τθ,qθ]
⊤ := T θ(u, T ).1 The para-

metric family {T θ}θ∈Rdθ induces a closure model


∂tuθ +∇ · (uθ ⊗ uθ)−∇pθ =

√
Pr
Ra

∆uθ + T θ ẑ−∇ · τ θ(uθ,qθ) ,

∂tT θ +∇ · (uθT θ) =
1√

PrRa
∆T θ −∇ · qθ(uθ, T θ) ,

∇ · uθ = 0 .

(4)

1It suffices to define a parametrization of, e.g., the upper tri-
angular part of u ⊗ u− u⊗ u and take the range of Fθ to be R5,
but we avoid this in the presentation for simplicity.



We assume (4) is well-posed and induces a solution semigroup

{S̄θ,t}t≥0 : X → X with global attractor Aθ. We would like

to choose θ∗ ∈ Rdθ such that the closure dynamics {Sθ,t}
approximates the filtered true dynamics {St}. Perhaps more

modestly, we would like their first and second order statistics

to agree approximately, and in particular (see Figure 1),

Nu ≈ Nuθ∗ := 1 +
√
PrRa ⟨uθ∗,zT θ∗ + qθ∗,z⟩. (5)

Letting µ ∈ P(X) denote an ergodic invariant measure of

{St}, we define the a priori generalization error by

L(θ) =
1

2

∫
X

|T (u, T )− T θ(u, T )|2
L2dµ(u, T )

=
1

2
lim

T ′→∞

1

T ′

∫ T ′

0
|T (ut, Tt)− T θ

(
ut, Tt

)
|2
L2dt ,

and aim to find θ∗ ∈ argmin
θ∈Rdθ L(θ). The convenient prop-

erty of the a priori loss is that it translates to a supervised

learning problem. Indeed, one creates the data set

D := {(Xt := (ut+T0 , T t+T0 ), Yt := T (ut+T0 , Tt+T0 )}t≤T ′

for a burn-in time T0 and total length T ′, and then minimizes

L̂(θ) =
1

2

1

T ′

∫ T ′

0
|Yt − T θ(Xt)|2L2dt .

Recent work on invariant measures of Itô diffusions in finite-

dimensions [5], suggests that the error between the one and

two point statistics of {St} and {Sθ,t} can be bound in terms

of the a priori generalization error, with a bias term depending

on the non-uniformity ‘errors’ eu, eT in (2). There is addi-

tional error in the computation of unfiltered semigroup {St}
statistics. However, for the Nusselt number, the parameteric

SGS heat flux qθ can be used in the recovery of Nu, with the

only additional error being due to eNu (cf. (3) and (5)). The

non-uniformity errors, which we observe to be small in our nu-

merical experiments, serve as placeholders for the, potentially,

larger errors that appear in the discrete a priori learning prob-

lem due to the discrepancy between the discretization errors

between fine and coarse grid (cf. (2) and (6)).

DISCRETE A PRIORI LEARNING

In our simulations, we set Pr = 1 and Λ = 2 and inves-

tigate Ra ∈ {10k}13k=8. We integrate (1) in time using an

explicit low-storage third-order Runge-Kutta scheme and in

space using an energy-conserving second-order finite difference

method on a staggered grid. The CFL condition determines

the time step size δt as a function of Ra and the spatial step

sizes δx = 2−n and δz. Since resolving the boundary layer

improves the fidelity of the simulations, we use a non-uniform

grid in the wall-normal direction with the nz = 2n + 1 grid

points distributed according to a tanh profile, and the level of

refinement chosen according to the Prandtl-Blasius (PB) the-

ory developed in [7]. A hybrid MPI-openMP decomposition is

used for parallelisation. We refer to [6] for more details.

We define a filtering operation on the ‘fine’ spatial-grid,

denoted by Gδ, using a numerical implementation of the non-

uniform product Gaussian filter described above. The total

discrete filtering operation is the composition of the Gaussian

filter with a ‘projection’ onto the coarse gird, denoted by G∆,

with horizontal step size ∆x = 2cδx and number of vertical

grid points Nz = 2−cnz . The coarse time step size ∆t = Mδt,

M ∈ N, is chosen according to the CFL condition.

Denote by Φδ : Xδ → Xδ and Φ∆ : X∆ → X∆ the fine

grid and uncorrected coarse grid one-step solution maps, re-

spectively. The fine grid solution xδ : N → Xδ satisfies

xδ
n+1 = Φδ(x

δ
n). Noting that the M -times composition ΦM

δ

and Φ∆ have comparable time scales, we find

xδ
n+M = Φ∆

(
xδ
n

)
+∇∆ · T

(
xδ
n

)
+ eδ,∆n , (6)

where ∇∆· denotes the coarse grid divergence operator and

eδ,∆ arises due to the i) non-uniformity of the filter and ii)

discrepancy between the fine and coarse time and space-grid

discrete differential operators. The parametric coarse grid one-

step solution map Φθ,∆ : X∆ → X∆ is defined using T θ, so

that the coarse grid solution x∆
θ : N → X∆ satisfies

x∆
θ,m+1 = Φθ,∆(x∆

θ,m+1) := Φ∆(x∆
θ,m+1)+∇∆ ·T θ(x

∆
θ,m+1) .

We then define the supervised learning problem as above.

NUMERICAL EXPERIMENTS

We will perform a priori and a posteriori tests of the NN

closure model and compare it with the null, Clark, inverse-

filtering, and dynamic Smagorinsky SGS models. Further-

more, we will investigate whether the NN SGS model can

extrapolate to different Ra and c. In Figure 1, we provide

an a posteriori test of Nu for c = 4 at Ra = 1012. This re-

sult shows favorable comparison of the NN closure with DNS

reference computed on the fine grid with 213 × 212 points.
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Figure 1: Running time average of Nu for c = 4 at Ra = 1012.
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INTRODUCTION

The application of Large Eddy Simulations (LES) to multi-

physics problems, such as reactive, multi-phase flows and

magneto-hydrodynamics (MHD), requires models for the non-

linear sub-grid terms, including chemical reaction, phase

change, non-ideal equation of state, etc. These models become

less and less general and are very case-specific (e.g. finite-rate

chemistry, dilute sprays). Some of these phenomena violate

the assumption of isotropy of small scales (e.g. MHD).

The sub-grid probability density function (PDF) approach

provides a unified model for complex multi-physics flows as

non-linear terms are closed directly by a sub-grid PDF. It has

proven successful in modelling reactive flows with LES [1]. The

only model needed is the Langevin model [2] which transports

the PDF and accounts for the sub-grid pressure gradient and

molecular diffusion.

The most commonly used Langevin model is the Simplified

Langevin Model (SLM) [2]. However, this assumes isotropy

of the small scales and uses 40-year-old RANS-based closures

and parameters. The Generalised Langevin Model (GLM) [2]

is theoretically more complete, but no general closures have

been proposed in the literature. Can we do better?

This paper proposes the use of deep neural network (DNN)

to model the closures of the GLM. DNN has been used to

model sub-grid stresses in LES (e.g. [3, 4]) with good degree

of generality. The present work extends this to predicting

the Langevin tensor and dissipation rate. The final model is

a parameter-free sub-grid model that can be implemented in

multi-physics LES-PDF simulations.

FORMULATION

In LES-PDF method, a sub-grid PDF fϕ gives the like-

lihood of finding a point which has the flow state of ϕ = ψ

within a filter width ∆ at a particular position and time (x, t).

It is formally defined as the convolution of Dirac delta function

with a spatial filter G:

fϕ(x, t;ψ) =

∫ (∏
i

δ(ϕi(x
′, t)− ψi)

)
G(x−x′,∆)dx′ . (1)

When ϕ contains the reactive scalars, fϕ is a joint-scalar

PDF, when ϕ contains both velocities and scalars, it is a joint-

velocity-scalar PDF, and so on. By definition, the filtered

quantity ϕ̄ corresponds to the mean of the PDF, and the ϕiϕj
are the second moments. The filtered value of any arbitrary

quantities is closed exactly as long as it only depends on the

variables that are in the sample space of the PDF.

Q(ϕ) =

∫
Q(ψ)fϕ(ψ) dψ . (2)

This is advantageous as the Reynolds stresses are in closed

form if the PDF contains velocities, and the chemical reactive

term can be closed with a PDF containing all reactive scalars

and a thermodynamic quantity. Therefore, if the appropriate

variables are selected in the PDF, we only need a model for

the PDF equation. No case-specific model is needed.

For brevity in illustration of concept, this work will focus

on a joint-velocity PDF, i.e. ϕ = u. Since the sub-grid PDF

is a high-dimensional system, it is usually solved using Monte

Carlo methods, with an ensemble of either N Lagrangian par-

ticles [5] or N Eulerian fields [6, 7]:

fu(x, t;v) ≈
1

N

N∑
n=1

3∏
i=1

δ(Un
i (x, t)− vi) . (3)

For a Lagrangian particle (Xn(t), Un(t)), the SDEs are

dXn
i = Un

i dt ,

dUn
i =

(
−
1

ρ

∂p̄

∂xi
+ ν

∂2ūi

∂xjxj
+Gij(Un

j − ūj)

)
dt+

√
C0ϵ dWi .

(4)

For a stochastic field Un(x, t), the SPDE is

dUn
i

dt
+
∂Un

i Un
j

∂xj
= −

1

ρ

∂p̄

∂xi
+ν

∂2ūi

∂xjxj
+Gij(Un

j −ūj)+
√
C0ϵ

dWi

dt
.

(5)

Wi is a Wiener process (white noise), which has the properties

of Wi = 0, Wi
2
= dt, and WiWj = 0 if i ̸= j. Gij and C0 are

the Langevin model coefficients. The Gij term acts to shrink

the PDF towards its mean and represents the effect of mixing.

Conversely, the stochastic term widens the PDF and morphs

it towards a joint normal distribution. The SLM reads

Gij = −2.075
ϵsgs

ksgs
δij , C0 = 2.1, ϵsgs = 1.05

ksgs
1.5

∆
, (6)

and ksgs = u′iu
′
i/2 can be obtained from the PDF using (2).

This implies that G is a time scale of which the fluctuating ve-

locities return to their mean. Notice that the model constants

-2.075 and 2.1 were calibrated in RANS context.
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We further study the Langevin model by comparing the

Reynolds stress equation to the second moment equation.

Note that this work is restricted to incompressible flows, but

the methodology can be extended to compressible case.

Exact Reynolds stress equation:

D̄u′iu
′
j

Dt
=− u′iu

′
k

∂uj

∂xk
− u′ju

′
k

∂ui

∂xk
−
∂u′iu

′
ju

′
k

∂xk

−
1

ρ
u′i
∂p′

∂xj
+ u′j

∂p′

∂xi
+ νu′i

∂2u′j

∂xkxk
+ u′j

∂2u′i
∂xkxk

. (7)

Second moment of the LES-PDF system:

D̄u′iu
′
j

Dt
=− u′iu

′
k

∂uj

∂xk
− u′ju

′
k

∂ui

∂xk
−
∂u′iu

′
ju

′
k

∂xk

+Giku
′
ju

′
k +Gjku

′
iu

′
k + C0ϵδij , (8)

where D̄/Dt is the total derivative with mean velocity, δij is

the identity tensor, and ϵ is the turbulent dissipation rate,

ϵ =
1

2
ϵii = ν

∂u′i
∂xk

∂u′i
∂xk

. (9)

It is clear thatGij and C0 are modelling the pressure transport

and molecular diffusion terms as they cannot be closed by the

PDF formulation. Since we are using a joint-velocity PDF,

the Reynolds stress production and transport terms are closed

automatically.

DEEP NEURAL NETWORK

Equating (7) and (8), and with the definition of ϵ (9), there

are seven equations to solve six Gij (assume Gij is symmetric)

and ϵ, while C0 is obtained using the realisibility constraint

given by [2] below. Hence, the problem is well defined.

Giju′iu
′
j +

3

2
C0ϵ = −ϵ . (10)

We constructed three Multilayer-Perceptrons DNNs to per-

form regression on ϵ(u′iu
′
j , ∂ūi/∂xj ,∆), Gij(u′iu

′
j , ∂ūi/∂xj , ϵ),

and jointly on ϵ and Gij , respectively. All inputs to the DNNs

can be obtained from the particle or field system using (2) and

hence are known in a LES-PDF simulation.

For good performance and universality, the DNN should

have a sufficient number of units in a layer to allow feature

extraction and have multiple layers for capturing non-linearity

of the target function. However, it must remain small for

computational cost and to prevent the model from overfitting

the data due to too many degrees of freedom.

Data used in this study are obtained from the JHTDB Tur-

bulence Database [8]. A set of forced isotropic turbulence DNS

of domain size 2π×2π×2π with different Reλ are chopped into

boxes corresponding to LES grids with different ∆. Table 1

confirms that the DNS is well resolved, and that the chosen

filter width lies between the integral and Kolmogorov length

scales. The last two terms on the RHS of (7) are computed

and filtered using a box filter.

In order to yield physical results, ϵ must be positive. This

is enforced by the softplus activation function at the output

node. Also, the model must be rotational invariant. We ex-

amined 2 methods of enforcing this condition, the first being

rotating all training data by 90 in all directions (a total of 24

Reλ η/h ∆/h ℓ/∆

418 0.456 9 24.7

418 0.456 31 7.17

611 0.902 31 29.3

1250 0.650 65 24.9

Table 1: Summary of DNS data used. h, ℓ, λ, and η refers

to the DNS grid size, integral length scale, Taylor microscale,

and the Kolmogorov length scale, respectively.

combinations), while the second method is to convert all input

tensors into their invariants, such as trace and determinant.

RESULTS

Figure 1 shows two example results of the DNN prediction

on ϵ with Reλ = 433. Both data were not seen by the DNN

before. The DNN shows good agreement with the DNS data

and outperforms the SLM in both filter widths. This result is

important because ϵ is the variable that controls the strength

of the Wiener process. Further training will be conducted with

anisotropic data (e.g. boundary-layer flow and MHD) and be

extended to higher Re.

Figure 1: Comparison of DNN and SLM predicted dissipation

rate for 1000 DNS timesteps.

In conclusion, the a priori result indicates that the present

model yields good prediction of the Langevin model with var-

ious filter widths. It is parameter-free, general, and can be

applied to both particle-based and field-based LES-PDF im-

plementations for complex multi-physics problems.
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INTRODUCTION

Cardiovascular diseases are the leading cause of mortality

worldwide. In particular, ischemic stroke affects over 18 mil-

lion people each year. It is estimated that 30% of these strokes

are caused by thrombi generated in the left atrium (LA) of pa-

tients with atrial fibrillation (AF), the most common arrhyth-

mia. Furthermore, up to an additional 30% of all ischemic

strokes are suspected to be atriogenic in patients with subclin-

ical AF or normal cardiac rhythm. Most of these thrombi are

formed inside the left atrial appendage (LAA), a small saccular

protuberance whose anatomy and hemodynamics vary signif-

icantly among patients. However, current medical procedures

to estimate ischemic stroke risk are based on population de-

mographics and do not consider patient-specific information

about LA haemodynamics, a crucial causal thrombosis factor.

Computational fluid dynamics (CFD) analysis based on

patient-specific medical images is a powerful tool for inves-

tigating LA thrombosis. This approach is used to explore

different aspects of LA hemodynamics, e.g., LAA blood sta-

sis (LAA) [1], non-Newtonian effects inside the LAA [2], or

the influence of pulmonary vein (PV) flow rates and orienta-

tion [3], [4]. Recent studies have provided useful guidance

for setting up models and boundary conditions that precisely

reproduce each patient’s hemodynamics representative of a

specific time or physiological state. However, these circum-

stances can vary significantly during a patient’s daily life,

making it necessary to consider uncertainty when computing

risk scores. Notably, a patient’s body position significantly

affects how much flow comes into the LA from left and right

pulmonary veins (PV) [5]. Here, we analyze how this uncer-

tainty in the PV flow split affects LA hemodynamics and, in

particular, LAA stasis.

METHODOLOGY

We perform CFD simulations of LA hemodynamics using

an in-house immersed boundary solver (TUCAN) on patient-

specific anatomies obtained from 4D CT scans [1]. We study

N=9 patients with different atrial volumes and functions (see

table 1), including normal rhythm and AF, and patients with

Case V̄LA EFLA V̄LAA EFLAA SR T/TIAs

1 86ml 45% 6.9ml 52% Yes No

2 70ml 46% 4.85ml 50% Yes No

3 115ml 40% 14.3ml 43% Yes No

4 84ml 44% 3.1ml 66% Yes No

5 96ml 43% 3.6ml 52% Yes No

6 51ml 54% 4ml 68% Yes No

7 145ml 23% 10.7ml 22% No TIAs

8 157ml 10% 15.5ml 21% No T

9 180ml 23% 22ml 20% No T

Table 1: Cases and main physiological parameters, including

mean LA and LAA volumes (V̄ ) and ejection fractions (EF)

and information about cases in sinus rythm (SR) and cases

with thrombus or history of TIAs (T/TIAs).

Figure 1: Flow balance in the LA. All the flow coming through

left (QLi
PV ) and right (QRi

PV ) pulmonary veins exits through

the mitral valve (QMV ).

and without histories of LAA thrombus and transient ischemic

attacks.

The moving LA geometry is obtained after segmenting and

meshing the 4D anatomical images. The outflow through the

mitral valve (MV) is computed from the variation of the left

ventricle volume, also obtained from the 4D CT scans. The

total inflow through the PVs is obtained by applying mass

conservation in the LA (see figure 1), considering the variation

1



Figure 2: Flow velocity field contained in a cross plane par-

allel to the mitral valve (left) and residence time in a plane

perpendicular to the mitral valve (right) for even (a), 45-55%

(b) and 40-60% (c) splits. All the figures correspond to case 3

and represent the same instant, during the atrial diastole.

of the LA volume and the MV outflow:

QPV =
∂VLA

∂t
+QMV . (1)

The specific flow rates through each PV inlet depend on the

impedances of the different branches of the pulmonary tree,

introducing uncertainty. We perform simulations with differ-

ent flow split between the pulmonary veins to investigate how

this uncertainty affects CFD predictions of LAA blood sta-

sis. In particular, we consider 50-50% left-right flow split and

45-55% and 40-60% splits.

We use blood residence time (RT) to quantify blood stasis.

The RT is computed solving the transport equation

∂RT

∂t
+ v⃗ · ∇RT = 1, (2)

where v⃗ is the flow velocity, with homogeneous initial and

inflow conditions. Thus, RT indicates the time that each

fluid particle spends in the LA. The discretization of the RT

equation is performed using a WENO scheme to minimize

numerical diffusivity while avoiding spurious oscillations near

sharp fronts.

RESULTS AND DISCUSSION

The flow split through the PVs modifies the flow patterns

in the LA body and the LAA (figure 2), affecting blood stasis

as measured by RT in the LA and, in particular, in the LAA .

The RT averaged inside the LAA volume, RTLAA, varies ap-

preciably for different flow split conditions, and this variability

Figure 3: Mean LAA residence time dynamics from case 3

for even (blue), 45-55% (yellow) and 40-60% (purple) PV flow

splits.

Figure 4: Probability distributions of LAA residence time

along three cardiac cycles (13th to 15th) for cases 1 to 9 with

even (−), 45-55% (−·) and 40-60% (−−) splits.

can be larger than the beat-to-beat variability (see example

in figure 3). Besides, the effect of the flow split on LAA stasis

differs from patient to patient (figure 4). Overall, these results

suggest that PV flow split uncertainty should be considered

when estimating the patient-specific risk of LAA thrombosis

based on CFD simulations of LA hemodynamics. A detailed

evaluation of these results and their implications will be dis-

cussed in the presentation.
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INTRODUCTION

The investigation of uncertainties in large-scale CFD-

applications requires methods that efficiently provide reliable

stochastic results with a justifiable number of calculation runs.

Therefore, Staggered Polynomial Chaos Expansions (SPCE)

along with Staggered Karhunen-Loève Expansions (SKLE)

are proposed in this paper as new Uncertainty Quantifica-

tion (UQ) methods, which can provide high result accuracy

with efficient resource utilization and bring great flexibility

in stochastic model construction. The presented UQ-methods

are developed based on the investigation of a buoyancy-driven

mixing process between two miscible fluids within the Differ-

entially Heated Cavity (DHC). Models for stochastic processes

at hand are derived from Large Eddy Simulations (LES) by

means of SPCE and SKLE. Current results include the de-

scription of the random temporal evolution of Quantities of

Interest (QoI). The work will be extended to the comparison

with reference results and the calculation of error estimates in

order to accentuate the proposed method.

CFD-METHODS

Low-Mach number flow of two Newtonian viscous fluids

within the DHC of aspect ratio 4 is investigated by means

of 3D-LES. The DHC is filled with air and 40vol% of helium

in the upper third, as shown in a schematic sketch for the

case setup in Figure 1. Calculations are performed by using

the finite volume code OpenFOAM. The Prandtl numbers are

PrAir = 0.71 and PrHe = 0.66. The Rayleigh number Ra

, which is derived from material values for air, is equal to

2 × 109. Temporal advancement is achieved by the Crank-

Nicolson scheme. The CFL number is always below the value

of 0.5. For modeling of the sub-grid scale effects in the LES

the WALE-model and the gradient flux approach with a tur-

bulent Prandtl- and Schmidt-number Prt = Sct = 0.85 is

applied. The spatial grid resolution is chosen according to [1].

The uncertain input parameters Q comprise the temperature

difference between the left and right wall ∆T , the top and bot-

tom wall temperatures Tb/t, the vertical temperature gradient

at the left and right wall Ty |l,r, the initial helium stratification

via ∆X and the molecular diffusion coefficient D.

Figure 1: Schematic sketch of the DHC with uncertain param-

eters.

UQ-METHODS

Non-intrusive PCE’s together with KLE’s [2, 3] were ap-

plied for the approximation of stochastic processes R (t, ω) =

R (t,Q) through the discrete KLE-method with K terms and

numerically generated orthogonal polynomials Ψp (Q) with

corresponding time-dependent expansion coefficients αK
p (t):

RP,K (t, ω) = µR (t) +

P∑
p=1

[
αK
p (t)

]
Ψp (Q) . (1)

The PCE’s are truncated after P terms. The expansion coef-

ficients are estimated by using discrete projection by means of

Gauss quadrature with quadrature order of 5. The approach is

extended to the new method, which proposes the utilization of

Stochastic Spectral Methods in a staggered manner. When in-

dividual parameters or parameter sets exhibit and are proven

to have low mutual interaction behavior, these can be com-

bined into Nc parameter clusters and independent stochastic

response models RP,K
ic

for each cluster are constructed. Fi-

nally, the individual models can be merged by summation

of the overall staggered expectation
[
µP,K

]s
and the over-

all staggered centered stochastic process
[
RP,K

0

]s
to the final



stochastic model
[
RP,K

]s
:

[
RP,K

]s
=
[
µP,K

]s
+
[
RP,K

0

]s
, (2)

[
µP,K

]s
= R (t,E [Q]) +

Nc∑
ic

(
E
[
RP,K

ic

]
−R (E [t,Q])

)
, (3)

[
RP,K

0

]s
=

Nc∑
ic

(
RP,K

ic
− E

[
RP,K

ic

])
. (4)

[
µP,K

]s
is calculated through the sum of the response for

the common expectation of input variables R (t,E [Q]) with

the expectation shifts ∆P,K
ic

= E
[
RP,K

ic

]
−R (E [t,Q]), which

are caused by individual parameter clusters. The model for

the variance representation is built through the sum of the

respective centered stochastic processes.

Figure 2: Stochastic process representations of the normalized

mixture uniformity ΣX and the left-wall Nusselt number Nul.

RESULTS

The proposed method is applied for the stochastic pro-

cess representation of QoI, that characterize the underlying

buoyancy-driven mixing process. Since the random input

variables lead to mostly mutually independent variance con-

tributions, stochastic models are calculated for every single

random variable in a univariate manner. After the construc-

tion of the five single models, their combination according to

Equation 2–4 yields the staggered stochastic models. Results

are visualized by the expectation µ, the standard deviation

σ along with quantiles Q or quantile intervals [Qi, Qj ] and

plotted against the Fourier number Fo, which allows for the

dimensionless description of time. In Figure 2 the stochas-

tic processes of the normalized mixture uniformity ΣX and

the left-wall Nusselt number Nul are depicted and corre-

sponding quantile intervals are highlighted in green and red,

respectively. ΣX indicates the progress of the mixing process.

The inhomogeneous state of the mixture is characterized by

ΣX = 1 and the homogeneous state is achieved, if ΣX is

equal to 0. Convective heat transfer in the cavity is analyzed

by Nul. The evolution of the mixture uniformity in Figure 2

reveals that the mixing process consists of the initial diffu-

sive dissolution and the subsequent convective erosion of the

helium layer. The transition to the convective erosion phase

is evident from larger gradients of the mixture uniformity to-

wards the end of the mixing process. Moreover, it is evident,

that the duration of the mixing process is subject to consider-

able uncertainty. Through the consideration of the stochastic

process of Nul, one can see, that a dynamic transient process

takes place at the beginning. This is followed by the aforemen-

tioned diffusive dissolution phase with a narrow uncertainty

band. Finally, the convective erosion occurs, which involves a

larger uncertainty band due to the dynamic transition to the

new equilibrium state.

CONCLUSIONS

If small interaction effects with respect to random re-

sponses occur between individual random variable sets, SPCE

or SKLE are proven a promising UQ-method for large-scale

CFD applications, since they allow for the investigation of

a large number of random inputs and further model exten-

sions at will. In addition, the proposed methodology for the

stochastic model construction is distinguished through its ef-

ficiency by taking advantage of the high convergence rate of

numerical integration methods like Gauss quadrature for in-

dividual low-dimensional random input spaces. This reduced

the number of 105 simulation runs for the reference results

to 21 simulation runs with consistent accuracy. Hence, stag-

gered stochastic modeling facilitates tremendous savings of

computing resources with simultaneous preservation of high

accuracy.
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INTRODUCTION

The transport of momentum in fluid dynamics induces in-

teraction between small scale and large scale flow features. In

geophysical fluid dynamics, characteristic length scales range

from hundreds of kilometres down to the Kolmogorov scale.

This implies that a good fluid-mechanical model requires in

principle that all these scales are fully resolved, demanding

very large computational grids. It is therefore a challenge to

make simplifications to the fluid description in order to obtain

a computationally feasible model. Such simplifications may be

introduced by neglecting or averaging physical processes in the

fluid model and subsequently employing coarse spatial or tem-

poral computational settings. Due to the simplifications, the

dynamics of either of these approaches contain inaccuracies

when compared to that of the original, complete fluid model.

A promising way to compensate for these discrepancies is by

means of data-driven forcing, which we pursue in this study.

One possible approach to facilitate data-driven forcing is by

processing snapshots of high-resolution numerical results into

an empirical basis of the solution space via proper orthogonal

decomposition (POD).

In the presentation at the workshop, we anticipate to

apply high-fidelity coarsening using data-driven POD-based

reduced-order modeling to two-dimensional Rayleigh-Bénard

turbulence. Subsequent uncertainty quantification will be car-

ried out by means stochastic reduced-order modeling.

HIGH-FIDELITY COARSENING USING SUB-GRID DATA

An offline/online approach is used to obtain a reduced-

order data-driven forcing term. Explicit knowledge of small-

scale dynamics is acquired through offline high-resolution nu-

merical simulations and is subsequently compared to coarse

numerical results. This procedure yields spatio-temporal data

that contain features lacking from a coarse numerical solution.

These data are decomposed into spatial modes and corre-

sponding time series via POD, accounting for the intended

coarsening. The POD algorithm ensures that the spatial pro-

files are orthonormal and that the time series are mutually

uncorrelated. These POD modes are added as a forcing term

to a coarse discretization of the fluid model to arrive at a

reduced-order model.

This data-driven POD-based approach was applied to the

one-dimensional shallow water equations [1]. It was shown

that zero-error pointwise agreement of the coarse numerical

solution and the high-resolution simulation result is possible

when all available POD modes are used in constructing the

reduced-order model. In addition, the level of approximation

of the original data set when applying different numbers of

POD modes was investigated. It was shown that the inclu-

sion of POD modes significantly reduces the error on coarse

computational grids. An example, reconstructing the fine-

grid numerical solution (512 grid points) by a forced coarse

numerical simulation (32 grid points) is shown in Figure 1.

By perturbing the initial conditions of the coarse numerical

simulation, it was shown that applying the POD modes to a

different data set still yielded significant error reduction. This

implies that the time series corresponding to the POD modes

are robust to some level of approximation and may be modeled

to obtain accurate forcing terms.

UNCERTAINTY QUANTIFICATION THROUGH

STOCHASTIC REDUCED-ORDER MODELING

Uncertainty is introduced in the coarsening since small-

scale processes cannot be resolved well on coarse numerical

grids. Due to the complex behaviour of these small scales,

stochastic processes appear a natural tool to model these dy-

namics. In the key work [2], a stochastic reduced order model

for fluid dynamics is derived by means of a variational prin-

ciple. As a consequence, transport in ideal fluids can be

perturbed stochastically, whilst retaining conserved quanti-

ties. This concept finds meaningful applications in geophysical

fluid dynamics, since many geophysical fluid models can be de-

rived from a variational viewpoint. Stochastic reduced-order

modeling following this methodology has already been used

for uncertainty quantification [3], where the two-dimensional

Euler equations were studied. In a follow-up study [4], a de-

creased uncertainty was achieved by tailoring the stochastic

processes that are coupled to the POD modes. Here, the

stochastic processes were defined specifically to match certain

statistical quantities of the measured POD time series. An ex-

ample of uncertainty quantification using this method is given

in Figure 2.

The approaches used in these studies motivate further use

of stochastic reduced-order modeling of fluid flows with the

purpose of quantifying uncertainty in simulations on coarse

computational grids. We will show first results for Rayleigh-

1



Bénard convection in 2D at the workshop.
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Figure 1: Pointwise L2 error over time when reconstruct-

ing the high-resolution solution (512 grid points) of the one-

dimensional shallow water equations on a coarse grid (32 grid

points), using an increasing number of POD modes (denoted

by ξi).

Figure 2: Vorticity of the two-dimensional Euler equations on a bounded unit square, measured on four points in the domain. The

black lines show the development of the deterministically forced coarse solution, which provides the reference. The POD modes are

coupled to stochastic processes to yield stochastic forcing. The green band is generated using Gaussian noise. The blue band uses

the estimated distributions such that moments of the POD time series match. The purple band uses Ornstein-Uhlenbeck processes

such that the temporal correlation of the time series match. The results for each method are generated from an ensemble of 200

realizations.
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INTRODUCTION

Turbulent bubble-laden flows are an integral part of nu-

merous technical applications. The recent increase in compu-

tational power has allowed first large-scale Direct Numerical

Simulations (DNS) of reduced-complexity bubbly flows at lim-

ited Reynolds numbers. However, bubbly flows in technical

applications are usually characterized by high Reynolds num-

bers. Therefore, Large Eddy Simulation (LES) comes into

focus for the design of technical devices. However, multiphase

flow LES is still in an early development stage.

One of the most severe challenges for this field is the signifi-

cant under-resolution of the interface dynamics, which leads to

a variety of issues with numerical algorithms designed for two-

phase flows, e.g. imprecise curvature computation or violation

of the volume conservation. This work discusses the latter in

the context of Volume-of-Fluid (VOF)-based simulations of

turbulent bubble-laden channel flows. In general, the VOF

method is known to exhibit significantly better volume con-

servation properties than, e.g., the Level-set or Front-tracking

methods. Still, as will be demonstrated, minimal volume er-

rors on a time-step level can add up to severe errors when

bubbly flows are simulated in periodic domains and on coarse

grids. The problem is reinforced for long simulation intervals,

which are indispensable to compute converged statistics, in

particular for quantities involving the gas volume fraction.

This work firstly demonstrates the problem by investigat-

ing the volume errors for a number of coarse-grid test cases.

Subsequently, two volume conservation strategies for eliminat-

ing the problem are presented. Finally, the resulting flow and

bubble statistics for the methods are compared.

NUMERICAL METHOD AND FLOW CONFIGURATION

The study is performed using the state-of-the-art code

”TBFsolver” [1], which is based on the one-fluid formula-

tion of the incompressible Navier-Stokes equations and the

Continuous-Surface-Force approach for computing surface ten-

sion. The variables are arranged on a staggered grid and

a height function method is used to compute the interface

curvature. To avoid numerical coalescence of the bubbles,

a multiple-marker formulation [2] is used, i.e., an individual

VOF marker function fb is advected for each bubble b:

∂fb

∂t
+ ui

∂fb

∂xi
= 0. (1)

Equation 1 is solved using a geometrical reconstruction and

advection algorithm retaining a sharp interface [3]. A split-

direction advection is used.

The investigated configuration (see Fig. 1a) is a vertical

downflow channel of size Lx = 8H, Ly = 2H and Lz = 4H,

where H is the half width and x, y and z denote the stream-

wise, the wall-normal and the span-wise direction. The x

and z directions are periodic, whereas no-slip walls are pre-

scribed in y-direction. The flow is controlled by a constant

pressure gradient corresponding to a friction Reynolds num-

ber of Reτ = 590. A total of 780 freely deformable bubbles

with an initial diameter of db = 0.25H are considered, leading

to a gas volume fraction of 10%. The domain is discretized

using an equidistant cubic mesh. The grid resolution is inten-

tionally coarse (LES-like), such that it corresponds to either

db/∆ = 10 or db/∆ = 12.5. Both the density and dynamic

viscosity ratio are set to 20, and the Eötvös number is varied

between Eo = 0.67 and Eo = 3.75. For this setup, the for-

mer leads to nearly spherical bubbles, while the bubbles are

wobbling and deformed to an ellipsoidal shape for the latter.

VOLUME CONSERVATION METHODS

The introduced method combines a multiple-marker formu-

lation with a split advection algorithm. In this context, there

are three root causes for the violation of volume conservation

for the tracked gas phase:

1. Over- (fb > 1) and undershoots (fb < 0) of VOF values

in single cells that are clipped to one or zero, respectively.

2. Resetting of cell VOF values to zero in cells with 0 <

fb < 1, when no cell with fb = 1 is detected within a

region of 5× 5× 5 cells around the respective cell.

3. Removal of small gas structures that can separate from

the respective main bubble when high shear forces over-

come the restoring surface tension force.

The first scenario can lead to both an increase and a de-

crease of gas volume, while the latter two can only lead to

volume losses. The procedure explained in the second point

is also used in comparable two-phase flow solvers. Under less

challenging conditions (DNS-like resolution, lower Reτ ), the

observed volume errors are negligible [1].

Figure 1b illustrates the global amount of gas volume loss

for Eo = 0.67 and the two investigated resolutions. As the fig-

ure shows, several percent of the gas volume is lost during the

1



(a) (b) (c) (d)

Figure 1: Investigated configuration (a); Relative error of the global gas volume over the normalized time (b); Average normalized

stream-wise velocity profiles 〈u〉/uτ (c); Average normalized turbulent kinetic energy profiles k/u2τ (d). uτ is the friction velocity.

investigated time interval. The global volume error depends

on the error per cell, the number of cells and the number of

time steps (CFL = 0.2 = const.), which interact in a non-

linear manner. For the investigated setup, this gives rise to a

slightly larger error for db/∆ = 12.5.

On an individual basis, VOF over- and undershoots (1)

could be treated by locally redistributing volume to neighbor

cells instead of clipping the values to one or zero. However,

this does not resolve the issues related to points 2 and 3. Since

it is undesirable to perform two different volume correction

steps, the methods introduced in the following compensate

the total volume error originating from all three issues in each

time step. The multiple marker formulation forms the basis for

the methods, i.e., the correction is performed for each bubble

individually. Both methods rely on the given circumstance

that the volume conservation error is minimal for a single time

step and only has an impact over a large number of time steps.

Method A uses a straightforward approach to correct the

volume error ∆V tb for bubble b in time step t. All N cells

with tol < fb < (1 − tol) are identified. Then, the volume

error is corrected by adding or subtracting ∆V tb /(N · Vcell)
to the VOF values of these cells. For the investigated setup,

tol = 1 × 10−4 has been used. This avoids additional over-

and undershoots in the correction step.

Method B applies a more sophisticated, parameter-free

technique. The evolution of a single bubble’s volume can be

expressed as

dVb

dt
=

∫
Vb

(∇ · u) dV. (2)

Consequently, imposing a fictitious velocity field with∇·u 6= 0

allows to correct the volume error for the bubble. Assuming

α = ∇ · u, where α is a constant valid for one time step and

a single bubble, Eq. 2 can be approximated as

V corr.
b − V tb

∆t
= αV tb , (3)

where V corr.
b is the correct bubble volume to be conserved.

Since the volume error in Eq. 3 can be measured, α can be

computed. Now, a velocity field with ∇ · u = α can be deter-

mined as

u =
α

3
(x− x0, y − y0, z − z0)T , (4)

where (x0, y0, z0) denotes the center of the bubble. This ve-

locity field is now used to perform an additional reconstruction

and advection step for the bubble’s VOF field. This can be

interpreted as a slight dilatation (contraction) of the bubble

for V tb < V corr.
b (V tb > V corr.

b ). It can be shown that this

procedure preserves the bubble volumes to machine precision.

RESULTS

It is desirable that the volume conservation methods do not

exhibit a notable influence on the flow and bubble behavior.

One way to evaluate this is to compare the flow statistics re-

sulting for the two different methods. Figure 1c shows the

average stream-wise velocity profiles for the setups / methods

at Eo = 0.67, while the respective average turbulent kinetic

energy profiles are given in Fig. 1d. Unlike the grid reso-

lution, which affects both these statistics, the two different

volume conservation methods yield quasi-identical profiles at

the same resolution. This indicates that, while both tech-

niques successfully conserve the gas volume, their influence on

the flow behavior is negligible.

Performing the simulations without applying one of the vol-

ume conservation strategies will negatively affect the statistics

for long simulation intervals. Due to the continuous loss of gas

volume (see Fig. 1b), the flow statistics will slowly deviate

from the ones shown in Figs. 1c, 1d.

OUTLOOK

In the current work, four different setups will be investi-

gated. In addition to varying the bubble resolution db/∆,

a variation between Eo = 0.67 and Eo = 3.75 will be per-

formed to additionally evaluate the two proposed methods for

deformed, wobbling bubbles. The methods will be assessed

based on the flow and bubble statistics. Besides the global

flow statistics, the oscillations of individual bubbles will be

evaluated on the basis of their surface area fluctuations.
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INTRODUCTION

Direct numerical simulation (DNS) of the Navier-Stokes

equations describing a gas-liquid flow of dispersed deformable

bubbles in water enables quantitative characterization of the

modulation of turbulence arising from an immersed phase.

This paper adopts the volume-of-fluid method as implemented

in the TBFSolver (https://github.com/cifanip/TBFsolver) to

simulate dispersed bubbly turbulence, at considerably higher

global gas volume fractions compared to literature, using high-

performance computing. Attention is given to (i) the funda-

mental resolution of bubble-bubble and bubble-wall interac-

tions and (ii) to the clustering of bubbles in Taylor-Couette

turbulence.

The numerical technique used in the TBFsolver is based

on the volume-of-fluid (VOF) method in which the one-fluid

formulation is adopted, i.e., a single set of equations is solved

on the entire domain. To describe the dispersed embedded

flow discontinuous material properties and interfacial terms

associated with the bubbles are accounted for using a marker

function fi for each bubble i. Each bubble is given a marker

which equals 1 in cells where the bubble fully occupies the

cell, 0 where the fluid occupies the cell, and a value between 0

and 1 indicates that the cell contains a bubble interface. The

value of the marker function is also referred to as the volume

fraction. Given N bubbles, the marker functions are advected

via
∂fi

∂t
+ u · ∇fi = 0 for i = 1, . . . , N. (1)

The nondimensionalized incompressible Navier-Stokes equa-

tions and continuity equation are used to describe the flow:

ρ
Du

Dt
= −∇p+

1

Fr2
ρĝ+

1

Re
∇ · (2µS) +

1

We
knδ(n) (2)

∇ · u = 0 (3)

Here Du/Dt is the material derivative of the velocity u with

t the time. Moreover, p is the pressure, ρ the mass density, µ

the viscosity, k is the curvature, ĝ is the normalized gravity

vector, S the deformation tensor, and n is the normal vector

to the interface. The dimensionless numbers are the Froude

number Fr = U/
√
gL, the Reynolds number Re = ULρ1/µ1,

and the Weber number We = LU2ρ1/σ. Here L and U

denote a characteristic length and a characteristic velocity,

respectively. The subscript 1 denotes the continuous phase

mass density.

The mass density and viscosity at a certain point follow

from the marker functions and the properties of the continuous

and dispersed phases. For instance, a cell with volume fraction

c would have a density and a viscosity of

ρ = ρ1 (1− c) + ρ2 c, (4)

µ = µ1 (1− c) + µ2 c. (5)

were c = maxi fi. The continuous surface force (CSF) method

is used to model the surface tension term. This method re-

places the delta function δ(n)n by a smooth term, which

is computationally easier but may induce spurious currents.

Reducing such spurious currents can effectively be done by

accurately computing the curvature of the interface for which

a height function method is adopted.

A three-dimensional uniform Cartesian grid is used to dis-

cretize the domain and a staggered arrangement of the vari-

ables was selected. The spatial discretization of the convective

term is based on the finite volume approach. Additionally, the

QUICK interpolation scheme is implemented to avoid unphys-

ical oscillations that may occur as the spatial resolution is too

low. A second-order finite difference scheme is employed for

the diffusive term. Finally, a third-order Runge-Kutta scheme

is used to discretize the convection and diffusion terms of the

Navier-Stokes equations, while a Crank-Nicolson scheme is

employed for the surface tension term.

RESOLVED BUBBLE COLLISIONS

The motion of a bubble impacting a solid wall was sim-

ulated in detail. In Figure 1 the energy dissipation in the

vicinity of the bubble is plotted at various instances as the

bubble rises under an angle of 45 degrees toward the wall and

subsequently bounces back. Although the main features are

well represented on a grid of 1283 the findings at 2563 con-

vey a more precise capturing of the dynamics. This is also

expressed by the centre of mass trajectory of the bubbly in

Figure 2(a) and the evolution of the y-component of the cen-

tre of mass in Figure 2(b). The vertical line in the latter figure

corresponds to the moment at which the distance between the

bubble centre and the wall is reduced to four grid cells of the

finest grid. Despite the modest spatial resolutions of these

brief encounters, the overall capturing of the motion appears

highly accurate.

BUBBLY TAYLOR-COUETTE TURBULENCE
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(a)

(b)

Figure 1: Energy dissipation in the vicinity of the bubble at

different times using a grid with 1283 (a) and 2563 (b) grid

cells.

(a)

(b)

Figure 2: Bubble trajectory (a) and y-component of the center

of mass motion (b) at 1283 and 2563.

The numerical method in the TBFSolver can also be used to

simulate a large number of bubbles. We concentrate on turbu-

lence in Taylor-Couette flow as this presents a finite domain

in which all conditions can be controlled with high fidelity.

To simulate the turbulent flow in this configuration the TBF-

Solver was extended to cylindrical coordinates. In Figure 3 the

domain is shown and a snapshot of the flow with 120 bubbles

simulated on a grid with [Nθ, Nr, Nz ] = [768, 192, 384] cells in

the circumferential, radial and vertical directions respectively

is presented in Figure 4. We observe some degree of cluster-

ing in the bubble concentration, which is further quantified

in Figure 5. The simulations allow us to study the effects of

buoyancy and deformability of large bubbles in turbulent TC

flow, which appear to be crucial ingredients for drag reduction.

In the final presentation at the workshop, we expect to have

completed further simulations of the Taylor-Couette flow and

analysed the drag reduction phenomenon in more detail.

Figure 3: Domain for the Taylor-Couette flow.

Figure 4: Snapshot of the velocity magnitude in two-phase TC

flow - red/blue indicates high/low velocity. Bubbles are seen

to cluster near the inner wall as seen clearly in the top-view

(right figure).

Figure 5: Probability distribution function of the radial coor-

dinates of the gas phase. PDFs are based on averages over 2

flow-through times, taken after 18 (blue) and 48 (red) flow-

through times.
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INTRODUCTION

Boiling in a nuclear reactor core may occur at normal oper-

ation or only in accident scenarios, depending on the reactor

type. After a planned or emergency shutdown, residual heat

removal is crucial to prevent irreparable damage to the reac-

tor. The rate of heat removal reduces dramatically when too

much steam is generated. Thus, accurate two-phase models

describing the complex turbulent flow dynamics inside reactor

core sub-channels are needed in order to determine operational

safety limits.

Whereas in the past, such models have mainly relied on

spatial averaging (system codes) or full temporal averaging

(two-fluid model), current research is dedicated to a new hy-

brid approach for the description of two-phase structures. The

idea is to rely on unsteady Reynolds-Averaged Navier-Stokes

(RANS) models for the description of the Reynolds stress ten-

sor, but to apply a separation of two-phase scales treating

small bubbles sub-grid while resolving large structures. Such

an approach is called multiple flow regime modeling, and car-

ries an obvious similarity with the treatment of eddies in LES.

However, predictions of Turbulent Kinetic Energy (TKE)

by traditional single phase RANS models applied to two-phase

scenarios are known to be much too high as a result of the

presence of resolved two-phase interfaces [1]. Improved RANS

models are therefore needed, tailored to two-phase flows incor-

porating surface tension effects and applying asymmetric TKE

damping at the interface. In support of such model develop-

ment, high-fidelity simulation of relevant turbulent two-phase

flow plays a pivotal role.

In this work, we analyze two-phase TKE budgets using high

fidelity simulation of turbulent co-current Taylor bubble flow.

We use the simulation setup developed in [2], which leverages

a Moving Frame of Reference (MFR) attached to the Taylor

bubble, allowing to compute two-phase TKE budgets as given

in [3].

MODEL & SIMULATION SETUP

The two-phase flow is modeled by the one-fluid Volume Of

Fluid (VOF) method, in which the liquid volume fraction f

adheres to

∂tf + uj∂jf = 0 (1)

with mixture velocity uj . The momentum equation is given

by

∂tui + ∂j(uiuj) =
1

ρ

[
−∂ip+

∂j(2µSij)

Re
+
κ∂if

We

]
+

gi

Fr2
(2)

4D

16D

g

Figure 1: Co-current Taylor bubble flow simulation setup.

with mixture density ρ, mixture viscosity µ, pressure p, inter-

face curvature κ, strain rate tensor Sij , gravity gi = (−1, 0, 0),

Reynolds number Re, Weber number We and Froude num-

ber Fr. All quantities in Eq. (1–2), including density and

viscosity, are non-dimensional. The scaling of density and vis-

cosity introduces two additional non-dimensional parameters,

i.e., the viscosity ratio Γµ and density ratio Γρ, see [2]. The

momentum equation is supplemented by the continuity equa-

tion which, as a result of assumed incompressibility, is given

by ∂iui = 0.

Fig. 1 shows the simulation setup of the considered co-

current Taylor bubble flow problem. The domain consists of

a pipe with a diameter D and length 16D. Gravity points

from right to left, and both liquid and gas flow from left to

right. However, an MFR is adopted that is attached to the

bubble so that in this frame the bubble is idle, conveniently

allowing for statistical averaging of data. Because the bubble

rises faster than the liquid due to buoyancy, in the MFR, liq-

uid moves from right to left meaning that the inlet is above

the bubble. In order to have developed single phase turbulent

flow ahead of the bubble, the velocity field is recycled over

a distance of 4D as indicated in Fig. 1. Simulations are ini-

tialized from a fully developed single phase flow into which a

cylindrical bubble with diameter 0.85D and length 2D with an

attached hemispherical head is imposed, in such a way that its

nose is at 6D from the inlet. After some initial development

phase, data is averaged in time and space (circumferentially),

and across four different realizations of the same flow. This

ensemble averaging is needed, because the bubble slowly loses

void by break-up, thus limiting the temporal averaging win-

dow beyond which the flow topology has changed too much.

Preliminary simulations have identified suitable values for

the five non-dimensional parameters. First, the Reynolds

number (based on the liquid bulk velocity) is set to 5300, al-

lowing for comparison with single phase DNS databases of the

flow ahead of the bubble. The Weber number is set to 40

and the Froude number to 1.5, allowing for significant relative

velocity (about 32% of the liquid bulk velocity) without too

much break-up. The density ratio does not affect the Taylor

bubble flow much, and is moderately set to 10 which improves



numerical convergence. Likewise, the viscosity ratio is also set

to 10 so that the liquid-based and gas-based Reynolds num-

bers are comparable.

The problem is simulated using the second order collocated

finite volume code Basilisk, in which a uniform Cartesian mesh

is employed with cubic cells. The wall of the pipe is modeled

using ‘embedded boundaries’. Simulations are performed on

‘Mesh 11’, having 211 = 2048 cells along the pipe length, and

‘Mesh 12’, having 212 = 4096 cells along the pipe length. Mesh

11 and 12 have 31M and 247M cells, respectively. More details

can be found in [2].

RESULTS & DISCUSSION

Fig. 2 shows two-phase TKE budgets (per unit mass) in

the gas phase (top) and liquid phase (bottom), across a radial

line through the bubble at a distance of roughly D below its

nose. The position where the average void fraction f is 0.5 is

indicated by the black dot. Shown are the production, dissipa-

tion, convection, viscous diffusion and surface tension budgets.

All other budgets, including pressure diffusion, transport and

two interfacial terms (see [3]), are combined and calculated

as the negative sum of the others, leveraging the fact that

the budget sum should be zero. This indirect computation is

preferred because a direct calculation is troubled by the in-

terfacial void fraction gradient ∂if → ∞ for decreasing mesh

size. Moreover, in RANS models these contributions are virtu-

ally always lumped into a single term too, and approximated

using a gradient-diffusion model. Thus, their indirect lumped

representation may offer a validation base for RANS models.

Three important conclusions that can be drawn from Fig. 2

are the following. First, it is observed that the TKE budgets

are still quite sensitive to the mesh, suggesting that these re-

sults cannot be regarded as true DNS. However, the mesh is

such that ∆y+ values for the considered Re are uniform and

close to unity, indeed providing excellent agreement with ref-

erence data for the single phase TKE budgets ahead of the

bubble (not shown here). Thus, the two-phase nature of the

problem induces additional requirements on the mesh that are

not yet met, or may never be met due to ∂if → ∞. This is

signified by the relatively large surface tension gas budget in-

side the bubble for the finer Mesh 12, revealing the presence

of tiny droplets that cannot be resolved on the coarser mesh.

Second, it is observed that surface tension plays a signif-

icant role in the production and destruction of TKE. In the

liquid phase, surface tension is seen to damp turbulence while

in the gas phase it is seen to produce turbulence. This is an

effect that has not been considered in any conventional RANS

models and gives rise to further research in this direction, e.g.,

by study of the influence of We on the surface tension TKE

budget.

Third, it can be observed that production and dissipation

in the gas phase close to the interface behave much like they

would in single phase wall-bounded flow, while in the liquid

phase there is negligible TKE production close to the interface.

This suggests that two-phase RANS model improvement using

wall functions in the gas phase may have merit. Moreover, as

for example presented in [4], suitable two-phase RANS models

should posses an asymmetric damping term.

In summary, this work explores the behavior of two-phase

TKE budgets near large scale resolved interfaces using high

fidelity simulation, allowing for better understanding of the

behavior of separate terms affecting TKE. In turn, RANS
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Figure 2: Gas (top) and liquid (bottom) TKE budgets calcu-

lated across the Taylor bubble on Mesh 11 and 12. Data is in

simulated units, with D = 1, radius R = D/2 and liquid bulk

velocity U` = 1. The variable r is the radial coordinate.

models may be improved from the insight generated by this

data, to be potentially harvested by modern machine learning

tools. The results establish the relevance of surface tension in

the modeling of mean TKE, and suggest an asymmetry in the

modeling of production and dissipation on either side of the

interface.
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Mass transfer in bubble swarms is frequent in nature and

industry. Chemical reactors and unit operations of chemical

engineering use bubbly flows to produce chemical products

or to promote separation processes. Although empirical cor-

relations have been reported to estimate mass transfer rates

in bubbles and droplets, the interplay between fluid mechan-

ics and mass transfer in turbulent bubbly flows is not well

understood yet. The present work investigates the mass

transfer in bi-dispersed gravity-driven turbulent bubbly flows,

employing Direct Numerical Simulation (DNS) of the Navier-

Stokes equations and the multiple-marker unstructured level-

set method [2, 5, 6, 7, 8].

MATHEMATICAL FORMULATION

The Navier-Stokes equations for the dispersed phase (Ωd)

and continuous phase (Ωc) follow the one-fluid formulation,

∂

∂t
(ρv) +∇ · (ρvv) = −∇p+∇ · µ

(
∇v + (∇v)T

)
+

(ρ− ρ0)g + fσ , (1)

∇ · v = 0, (2)

where v is the fluid velocity, p is the pressure field, ρ is the

fluid density, µ is the dynamic viscosity, g is the gravitational

acceleration, fσ is the surface tension force concentrated at the

interface (Γ), subscripts d and c denote the dispersed phase

and continuous phase, respectively. Physical properties are

constant at each fluid-phase with a jump discontinuity at Γ:

ρ = ρdHd + ρc(1−Hd), µ = µdHd + µc(1−Hd), (3)

where Hd is the Heaviside step function that is one at fluid

d and zero elsewhere. Since periodic boundary conditions are

used, a force −ρ0g (ρ0 = V −1
Ω

∫
Ω (ρdHd + ρc(1−Hd)) dV ), is

included in Eq. (1) to prevent the acceleration of the entire

flow field in the downward vertical direction [2, 6, 7, 8].

This research employs the unstructured conservative level-

set method (UCLS), as introduced by [1, 7, 9] for interface

capturing on unstructured meshes. A multiple marker strat-

egy [2, 5, 6, 7, 8, 11] avoids the numerical coalescence of

bubbles. In this framework [2, 5, 6, 7, 8], the ith interface

transport equation for each bubble can be written as follows:

∂φi

∂t
+∇ · φiv = 0, i = 1, 2, ..., nd. (4)

where nd is the number of bubbles.

Furthermore, a re-initialization equation is solved up to

steady-state to keep a sharp and constant interface profile:

∂φi

∂τ
+∇ · φi(1− φi)ni = ∇ · ε∇φi, i = 1, 2, ..., nd. (5)

where εP = 0.5h0.9
P in the cell ΩP , hP is the local grid size

[1, 5, 7]. Normal vectors ni and curvatures κi are computed

as: ni = ∇φi‖∇φi‖−1 and κi = −∇ · ni. Surface tension

force is calculated by the Continuous Surface Force model [10],

extended to the multiple marker UCLS method in [2, 5, 6, 7, 8]:

fσ =
∑nd
i=1 σκiniδ

s
Γ,i =

∑nd
i=1 σκi∇φi, where δsΓ,i = ||∇φi|| is

the regularized Dirac delta function concentrated at Γ [1, 6, 7].

Fluid properties in Eq. (3) are regularized by a global level-set

function Hs
d = φd, e.g., φd = max {φ1, φ2, ..., φnd} [2, 5, 7, 8].

This research focuses on external mass transfer. As a conse-

quence, the concentration of chemical species (C) is computed

in Ωc:
∂C

∂t
+∇ · (vC) = ∇ · (D∇C) + ṙ(C), (6)

where D = Dc is the diffusivity in Ωc, ṙj = −k1C is the

chemical reaction rate, and k1 is the reaction rate constant.

Thermodynamic equilibrium is assumed, with CΓ,c = HCΓ,d,

where H is the Henry constant. The discontinuity introduced

by H 6= 1, can be treated by rescaling the concentration and

diffusion coefficient to obtain a continuous solution. As a

consequence, it is considered that the value of C on the bub-

ble interface (CΓ,c) is to be given. The concentration at the

interface-cells is linearly interpolated [7, 8], whereas a constant

concentration is assumed inside the bubbles [7, 8, 12, 13].

NUMERICAL EXPERIMENTS AND DISCUSSION

Validations and verifications of the UCLS method [1, 2, 5, 6,

7, 8] include: gravity-driven motion of single bubbles [1, 3, 4],

binary droplet collision [2], collision of a droplet against a fluid

interface [2], mono-dispersed bubbly flow in a vertical channel

[6, 7, 8], thermocapillary migration of droplets [5], and liquid-

vapor phase change [9]. This research is a further step in mass

transfer in bi-dispersed bubbly flows.

Bi-dispersed bubbly flow in a vertical pipe is character-

ized by: Morton number Mo = gµ4
c(ρc − ρd)ρ−2

c σ−3, Eötvös

number Eo = gd2(ρc − ρd)σ−1, density ratio ηρ = ρc/ρd,

viscosity ratio ηµ = µc/µd, α = VΩd/VΩ, confinement ra-

tio CR = d/DΩ, volume ratio VR = VΩd,d∗ /VΩd,d , Reynolds

1



Figure 1: (a) Mass transfer from single bubble in unconfined

domain [7, 8], Eo = 3.125, 10−3 ≤ Mo ≤ 10−7, ηρ = 100, ηµ =

100, Sc = 1, Da = 0. (b) Mass transfer from single bubble in

a vertical pipe, Eo = 3.125, 10−6 ≤ Mo ≤ 10−11, ηρ = 100,

ηµ = 100, Sc = 1, Da = 0, CR = d/DΩ = 0.33. (c) Mass transfer

in bi-dispersed bubble swarm in a vertical pipe: Re(t), normalized

surface Ai(t), concentration in Ωc (Cc(t)), Sh(t), and (d) bubble

trajectories, for Eo = 3.125, Mo = 10−11, ηρ = 100, ηµ = 100,

Sc = 1, Da = 400, αd = VΩd,d
/VΩ = 8.3%, αd∗ = VΩd,d∗ /VΩ =

7.2%, α = (VΩd,d
+ VΩd,d∗ )/VΩ = 15.5%, DR = d∗/d = 1.2,

CR = d/DΩ = 0.25, VR = VΩd,d∗ /VΩd,d
= 0.864.

number Re = ρcUT d/µc, diameter ratio DR = d∗/d. Here

d is the smaller bubble diameter, d∗ denotes bigger bubble

diameter, VΩd,d∗ is the volume of bubbles with diameter d∗,

and VΩd,d is the volume of bubbles with diameter d. Re-

active mass transfer is characterized by the Damköler (Da)

number Da = k1d2/Dc, Schmidt number (Sc = µc/(ρcDc))
or Péclet number (Pe = ReSc), and Sherwood number

(Sh = kcd/Dc), where kc is the mass transfer coefficient

at Ωc. This research aims to predict the Sherwood number

Sh = Sh(Re, Sc,Da, α,CR,VR,DR) in bi-dispersed bubbly

flow in a vertical pipe. Figure 1-2 show validations and some

of the present numerical results for Re ∼ O(1000). In the full

paper a wider range of flow regimes will be reported.
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[3]Balcázar, N., Lemhkuhl, O., Jofre, L., Oliva, A. : Level-set simu-

lations of buoyancy-driven motion of single and multiple bubbles.

International Journal of Heat and Fluid Flow 56, 91-107 (2015).
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INTRODUCTION

Turbulent flow of two-phase fluids occurs in many industrial

systems. One of the manifestations of the two-phase flow in

a pipe is slug flow, which consist of large gas bubbles (i.e.

Taylor bubbles) separated from each other by liquid slugs. We

are particularly interested in the phenomena of coalescence

and breakup in the slug flow regime and the development of

the numerical models for the Large Eddy Simulation (LES)

method as they are still in early stages of development for

two-phase flows.

Counter-current Taylor bubble flow regime is subjected

to bubble breakup due to several effects, such as breakup

due to turbulent fluctuations, shearing-off process or due to

viscous shear forces. Comparison between LES simulations

and experimental measurements [1] show that the simulations

overpredict the bubble breakup. Rate of artificial numerical

breakup is the result of the used numerical method for inter-

face capturing and in this work we present the results obtained

with improved geometric Piecewise Linear Interface Capturing

(PLIC) method in the OpenFOAM computer code.

SIMULATION OF TAYLOR BUBBLE IN TURBULENT

COUNTER-CURRENT FLOW

A two-phase mixture of gas and liquid is modeled using the

one-fluid formulation of the Navier-Stokes equations with the

Volume Of Fluid (VOF) approach for interface capturing. In

this method a void fraction α is introduced and the advection

equation for this quantity is the following:

∂tα+ u · ∇α = 0, (1)

with partial time derivative ∂t, velocity vector u and gradient

operator ∇. The fluid mixture is described by the incompress-

ible Navier-Stokes equations, i.e.,

∇ · u = 0 (2)

and

∂t(ρuu)+∇·(ρuu) = −∇p+ρg+∇·(2µeffD)+σκδ(n)n (3)

Figure 1: Isosurfaces of the instantaneous gas void fraction

at 2.2 seconds after the initial state obtained with standard

algebraic interface capturing (left) and PLIC reconstruction

(right). The color scheme in the liquid phase represents the

velocity magnitude.

1



with mass density ρ, pressure p, gravitational acceleration

g, deformation tensor D, effective mixture viscosity µeff , with

the harmonic expression of viscosity, interface curvature κ, in-

terface normal unit vector n and interface Dirac delta function

δ(n).

The described equations were solved in OpenFOAM v9 [2].

We have used a modified interFoam solver, which enables the

usage of the Diagonally Implicit Runge-Kutta (DIRK) time

integration schemes integrated with PLIC geometric recon-

struction. This solver was based on a solver developed before

in OpenFOAM v4 by Frederix et al [3]. Turbulence at the

sub-grid scales was modeled by Vreman model [4]. In the cur-

rent case, the fluid properties were selected to mimic water-air

mixture. The pipe diameter was 26 mm and pipe length 52

cm.

A recycling boundary condition was used at the inlet, which

in this case is ahead of the Taylor bubble, in order to achieve

a fully developed turbulent flow. The flowrate was also ad-

justed at every timestep so that the net force on the bubble is

zero and the bubble stays at approximately constant position

throughout the simulation, such that its buoyancy is balanced

by hydrodynamic drag.

The key to an algebraic VOF method is to correctly com-

pute the numerical fluxes to update the function of fluid

fraction. Originally, a donor-acceptor formulation was used

with flux limiters to ensure the boundendness of the α func-

tion. Algebraic capturing is in the OpenFOAM v9 performed

through Multidimensional universal limiter for explicit solu-

tion (MULES) framework, that uses Flux Corrected Transport

(FCT) with interface compression scheme.

As opposed to the algebraic VOF method, a geometric VOF

method can be divided into reconstruction and the advection

of the interface [5]. Firstly, the approximation of the interface

is built from the information on the volume fraction. This can

be done in various manners such as PLIC interface reconstruc-

tion methods. Second, the reconstructed interface is advected

by the given velocity field. For PLIC methods the reconstruc-

tion is a two-step procedure. In any given cell the normal is

first determined from the knowledge of the α function in this

cell and in the neighboring ones. Geometrically, the line is

then moved in the normal direction so that the interface posi-

tion in each cell corresponds to the local void fraction value.

RESULTS

Figure 1 shows isosurfaces for the instantenous gas void

fraction for the two different interface capturing methods at

time t = 2.2s after the initial state. Clearly at the skirt of the

bubble the velocities are the largest which essentialy slowly

breaks the bubble. For the algebraic capturing the breakup

is much more significant and faster as signified by the many

smaller bubbles in the wake of the Taylor bubble.

Figure 2 shows the surface averaged α at the outlet of the

domain. It is shown that breakup as predicted by the geomet-

ric method is much more moderate than that by the algebraic

method, giving better agreement with experimental values.

For the PLIC method the bubble was still present in the sim-

ulation after 15 seconds, but with the algebraic capturing the

bubble completely broke down in less than 6 seconds. This

shows that accurate determination of the bubble shape is ex-

tremely important and has high impact on the breakup and

coalescence rate. Additional models for the breakup and coa-

Figure 2: Comparison of the surface averaged α at the

pipe outlet between PLIC and algebraic interface capturing

method.

lescence should be developed after the usage of more accurate

interface capturing schemes.

SUMMARY

In this work we presented a comparison between the perfor-

mance of algebraic and geometric interface capturing methods

for the VOF solver with Runge-Kutta time-integration. The

methods were tested and validated in the OpenFOAM v9

and were based on the solver developed. Current results of

the Taylor bubble in the counter-current turbulent flow case

show that the usage of the geometric interface reconstruction

scheme PLIC significantly reduces artificial numerical breakup

of the bubble and makes it closer to the experimental results.

This confirms that the PLIC method is superior to algebraic

capturing. It also suggests that bubble breakup depends sig-

nificantly on the shape of the bubble interface.
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INTRODUCTION

RANS simulations are the reference in the industry for tur-

bomachinery design due to their low computational cost. Even

if progress has been made towards more accurate closure mod-

els for RANS, they still fail at off-design conditions due to

their inherent assumptions. At those conditions, different flow

regimes occur in blade passages where complex flow features

coexist, including secondary flows and flow separation.

Direct Numerical Simulations (DNS) provide a reliable pre-

diction of such a flow physics. However, they require a consid-

erable amount of computational resources that overcome the

current capabilities of modern clusters and hence they cannot

be used for the actual complex geometries and high Reynolds

number flows tackled by industry. Even wall-resolved Large

Eddy Simulations (wrLES), which aims to resolve at least 80%

of the turbulent energy spectrum while modeling the effect on

the small unresolved scales on the resolved ones, remains too

expensive at high Reynolds numbers.

Since the inner part of the boundary layer is the most de-

manding in terms of resolution, the LES community came up

with the idea of modeling this part rather than resolving it.

Such wall-modeled LES (wmLES) require much less compu-

tational resources, yet the modeling errors are larger and may

become unacceptable. Indeed, most wall models assume that

the flow is attached, fully turbulent, aligned, and at equilib-

rium. Hence, they fail at predicting complex flow features. In

the case of flow separation, treated in this work, these assump-

tions do not hold, and the wall model must be reformulated.

Since DNS and LES perform well on academic configura-

tions and several industrial configurations, coupled with the

recent improvement in the Machine Learning community, we

have the opportunity to construct databases to train deep

neural networks afterwards. Our work is based on the uni-

versal approximation capabilities of deep neural networks. A

wall model can be seen as a high-dimensional regression prob-

lem that takes as inputs (a) instantaneous volume fields (e.g.,

velocity, pressure gradients) and (b) geometry notions, and

that outputs the two components of the wall shear stress, τw.

Three databases, obtained using a high-order Discontinuous

Galerkin (DG) flow solver, are composed of a channel flow

at a friction Reynolds number of 950 and the two walls (i.e.,

the flat upper surface and the curved lower one) of the two

dimensional periodic hill at a bulk Reynolds number of 10595.

The next sections present: (i) which stencil is taken as input

for the data-driven wall model, (ii) how are the three databases

normalized to train the network on a unified and consistent

database and (iii) which neural networks are picked.

TEST CASES

Two test cases are considered for the present study. One

of them is a channel flow at Reτ = 950 [1]. The walls are

separated by a distance 2δ and the channel is periodic and

homogeneous in the streamwise and spanwise direction, re-

spectively of size Lx/δ = 2π and Lz/δ = π. A uniform

pressure gradient drives the flow. A compressible wrLES using

a DG flow solver is performed at Mach number of 0.1 to ensure

a fair comparison with the incompressible flow reference. The

second test case is the periodic hill flow [8], a geometry used for

the development of wall models, and that consists of a channel

with a hill (of height h). There is a massive flow separation

from the hill top, followed by a reattachment and flow recov-

ery on the flat part. The flow is then strongly re-accelerated

on the ascending part of the next hill. The bulk Reynolds

number Reb is 10, 959 and is controlled using a uniform pres-

sure gradient. The control procedure is inspired by the work

of Benocci and Pinelli [2], and further modified by Carton de

Wiart et al. [3] to take into account compressibility. Note that

the flat top wall is subjected to a non-uniform pressure gra-

dient generated by the flow contraction and the separation on

the hill top but the flow on that wall does not separate.

INPUTS STENCIL

The input of the wall model is a mix between flow field and

geometry data. For the flow fields, the velocity and the pres-

sure gradients are considered. These fields are interpolated

from a high-order solution to a probe grid and then projected

on the local frame of reference following the wall; the data

are therefore expressed in curvilinear coordinates (ξ, η, z). A

crucial information for the wall model is the wall normal dis-

tance at which the flow fields are extracted, defined as hwm.

The curvature K of the wall is also added and has drastically

improved the prediction of the τw on the curved wall.

To answer the question (i), the choice of stencil is based on a

deep analysis of space-time correlations between instantaneous

flow fields and the two components of τw [9]. In Machine

Learning, this step is called feature selection. Our work has

1



shown that, near the separation, the high correlation domain

is shifted downstream (δξ/h ≃ 0.5), indicating that, at a given

time, the information should be sought downstream to better

characterize the relationship with τw. Finally, a stencil going

from −0.5 δξ/h to 0.5 δξ/h relatively to the location where

τw is predicted is adopted. As multiple spatial positions are

considered, the relative positions are introduced as input.

NORMALIZATION

This section answers the question (ii). The inputs described

in the previous section need to be normalized to train the neu-

ral network on a unified database. The inputs and outputs of

the wall model are summarized in Table 1. Recall that hwm is

the wall-normal distance at which the fields are measured and

fed to the model. We also define u∥ =
√
(u2

ξ+u2
z), the norm of

the wall-parallel velocity. The normalization of hwm is based

on the near wall scaling proposed by Duprat et al. [4] combined

to the work of Zhou et al. [5]. The near-wall scaling compati-

ble with separation uses yν,p = ν/uν,p with uν,p =
√
(u2

ν+u2
p)

where uν =
√
(ν u∥/hwm) and up =

∣∣(ν/ρ)∂ξp∣∣ 1/3. A natu-

ral normalization of the velocity field would be based on the

friction velocity uτ ; however, the friction velocity is undefined

near separation. An alternative is to use its extended defi-

nition uν,p defined above. Regarding the pressure gradient,

It is non-dimensionalised in an analogous way as the Clauser

parameter, using the adapted velocity scale uν,p, see Table 1.

Finally, the outputs are normalized following the definition of

the friction coefficient where the friction velocity is replaced

by the spatial averaging of uν,p. No normalization of the cur-

vature is used as it is already dimensionless.

Field Normalized

Velocity u u⋆ = u/uν,p

Pressure Gradients ∇p (∇p)⋆ =
(
hwm/

(
ρu2

ν,p

))
∇p

Length scale hwm h⋆
wm = ln (hwm/yν,p)

Curvature K

Relative pos. δξ (δξ)∗ = δξ/h

Wall shear stress τw τ⋆
w =

τw
1
2
ρ⟨u2

ν,p⟩ξ,z

Table 1: Inputs and output of the data-driven wall model.

NEURAL NETWORK ARCHITECTURE

This section aims to answer the question (iii). Since the

stencil includes multiple locations, convolutional neural net-

works (CNNs [7]) are preferred over multi-layer perceptrons.

Indeed, the translation-invariance (i.e., convolution) is encap-

sulated in the obtained model, which is a desirable prop-

erty. For attached flows, the space-time correlations study

has revealed that local and instantaneous data are sufficient

to describe the relationship with τw. The input stencil for

such flows is too big and should be reduced. Such a reduc-

tion can be seen as re-weighting of the input data through

a self-attention layer [6]. The hyperparameters (e.g., kernel

size, padding, stride, dilation, ...) of the model were adjusted

to obtain the optimal receptive field. The most successful

model (CNN-1D-SAL) contains two consecutive self-attention

layers, seven one-dimensional convolutional layers, and one

max-pooling layer. The model has been trained through the

Mean Square Error (MSE) loss. Such a model performs well

on average, but the variance of the outputs is not correctly pre-

dicted. One way to retrieve the first and second moment of the

output distribution is to use Gaussian Mixture Heads (GMHs).

These heads are connected at the end of the CNN (CNN-1D-

SAL-GMH) and aim to predict N means, standard deviations,

and mixture coefficients (µn, σn, πn). The loss function was

adapted accordingly. A third model (CNN-2D) composed of

two-dimensional convolutional layers was also tested, based on

an extended stencil in the spanwise direction.

DISCUSSION

The three models trained on various combinations of

databases are validated a priori. The obtained results were

very promising in the three cases. CNN-1D-SAL behaves well

on averaged while CNN-1D-SAL-GMH better predicts the first

and second moment of the output distribution. However, it

is not able to capture the skewness of the τw,ξ distribution.

CNN-2D retrieves better two-dimensional structures in the in-

stantaneous wall shear stress field, compared to its two 1D

counterparts. The second validation step, the a posteriori

one, aims to test the model into the flow solver. This vali-

dation is first performed on the same test cases as used for

the training. Then, the validation will be extended to other

Reynolds numbers to evaluate the capabilities of the model to

generalize. Those steps are on going work.
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INTRODUCTION

Wall-bounded turbulent flows occurring in transportation

(e.g. aviation) and industrial applications (e.g turbomachin-

ery), are usually subjected to pressure gradients (PGs). The

presence of such PGs affects greatly the development and

physics of the turbulent boundary layer (TBL), making it an

open research area. An important phenomena associated with

the presence of strong adverse PGs (APGs) as appearing in

wings, is the separation of the boundary layer, which can lead

to stall. Moreover, recent and upcoming environmental re-

strictions have made drag reduction crucial in aviation. With

a high proportion of the drag associated to the TBLs devel-

oping over the wet surfaces of the aircraft, their study and

understanding is of paramount importance.

Initial research on TBLs in wings was conducted experi-

mentally in wind tunnels, such as the nominal study of the

turbulent flow past a NACA 4412 wing profile [4]. In recent

years, developments in high-performance computing (HPC)

architectures and numerical methods have enabled the study

of these complex flows through accurate numerical simula-

tions. Some examples of these are the large-eddy simulations

(LES) of the turbulent flow around wing profiles [6, 8, 12].

However, the chord-based Reynolds numbers (Rec) and an-

gles of attach (AoA) achieved so far are still moderate, and

the computational domains small (particularly in the spanwise

direction, a fact that can affect separation physics greatly).

The current project leverages both the increase in availabil-

ity of HPC resources, as well as the improvements in simula-

tion methods (such as the introduction of adaptive mesh re-

finement and non-conformal meshing into the spectral-element

method code Nek5000), in order to increase the achievable

Reynolds number and angle of attack, while using a sufficiently

large computational domain. Moreover, Nek5000 is coupled

to the visualization software Catalyst, allowing for the in-situ

analysis of backflow events and the turbulent structures asso-

ciated with them. The high-fidelity simulation data is then

used to study the characteristics of such events, and their re-

lation with APGs and flow separation.

METHODOLOGY

Well-resolved (quasi-DNS) large-eddy simulations (using a

relaxation-term filtering, analogous to the one described in

Ref. [9]) are carried out using the massively-parallel spectral-

element method code Nek5000 [5]. The case considered in this

work is the turbulent flow past a NACA 4412 wing profile, as

in Refs. [4, 6, 12]. Combinations of four different angles of at-

tack (5◦, 8◦, 11◦ and 14◦, ranging from fully attached flow to

stalled conditions) and three chord-based Reynolds numbers

(Rec = U∞c/ν = 2×105, 4×105 and 1×106) are studied. The

introduction of adaptive mesh refinement (AMR) and non-

conformal meshing allows to overcome some of the limitations

faced in previous computational studies (such as in Ref. [12]).

Firstly, the domain size (Lx; Ly ; Lz) is considerably larger:

(50c; 40c; 0.4c for 5◦, and 0.6c 11◦) in the AMR case and (6c;

4c; 0.2c) in previous conformal cases. Secondly, the boundary

conditions in conformal cases have to be obtained from a pre-

cursor RANS simulation due to the proximity of the domain

boundaries to the wing. As this is not an issue in the AMR

case, a uniform Dirichlet boundary condition is imposed in the

inlet, top and bottom boundaries. Moreover, the elements are

concentrated in areas in which a higher resolution is needed

(based on a spectral error indicator as described in Ref. [10]),

allowing to reduce the overall computational cost of the simu-

lation. In-situ tracking of backflow events is carried out using

the Catalyst adaptor for Nek5000 [1]. The use of in-situ data

analysis is paramount in this work: the high level of refine-

ment around the wing surface and the TBL, together with

the time resolution needed to track backflow events makes the

traditional offline post-processing methods unfeasible.

The introduction of AMR into Nek5000, its performance,

and its use in turbulent wing flow simulations is covered thor-

oughly in Ref. [10]. Excellent agreement was found with

previous conformal simulations of the same wing profile at

an AoA of 5 degrees and Rec = 2 × 105. In this work, the

AMR setup is further validated against new experimental data

obtained in the Minimum Turbulence Level (MTL) wind tun-

nel at KTH (the details of the experimental campaign can be

found in Ref. [7]). The results reported in Fig. 1 show a high

level of agreement between the numerical (AMR) and exper-

imental data for the mean velocity profile in the TBL at two

different angles of attack (5 and 11 degrees). It should be

noted that at this station (60% of the chord), the APG is al-

ready strong, with a Clauser parameter (β = dPdx(δ∗/τw))

of 1.14 and 3.9, respectively. Moreover, through the use of

of two-point-synchronized hot-wire measurements, the com-

putational domain is show to be appropriately sized in order

to capture correctly the largest turbulent structures, which is

particularly important in the study of separated flow.



ANALYSIS OF THE RESULTS

As discussed above, the main focus of this work is the

study of backflow events occurring in TBLs subjected to strong

APGs and Reynolds numbers. Previous work has charac-

terised backflow events for a variety of flow cases [3] and pres-

sure gradient conditions (up to moderate pressure-gradient

conditions) and found that both the length (20l+) and life time

(2t+) of these events scales in inner units. Instead, merely

the frequency of these events was found to increase with in-

creasing pressure-gradient conditions. With diminishing mean

wall-shear stress, when approaching mean separation, it is,

however, known that inner scaling is destined to break. Hence,

a structural change in the size and life time of these events is

anticipated when going to strong pressure-gradient conditions

and to mean flow separation. Such a structural change can

be anticipated from the iso-contours of negative velocity in

Fig. 2, where the region populated with back-flow events has

substantially grown. This also explains the larger sizes and life

times observed in stronger APG TBLs as those by [2]. Sim-

ilarly to the work in Ref. [11], conditional analysis of these

extreme events will be used in order to shed light on their

characteristics, as well as on the flow phenomena that leads to

their formation. The present study extends greatly the APG

strengths previously considered, and thus the backflow levels,

as evidenced in Fig. 2. Moreover, the 11◦ and 14◦ cases ex-

hibit mean-flow separation in the region close to the trailing

edge, allowing to study the relation between backflow events

and mean-flow separation, therefore, shedding some light on

the physics behind the initial stages of stall.
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Tabatabaei, N., Örlü, R., Vinuesa, R., and Schlatter, P.: Design

and setup of a wing model in the Minimum-Turbulence-Level wind

tunnel, Tech. Report, KTH Royal Inst. of Technology (2021).

[8]Sato, M., Asada, K., Nonomura, T., Kawai, S., and Fujii, K.:

High Reynolds number airfoil: Large-eddy simulation of NACA

0015 airfoil flow at Reynolds number of 1.6× 106, AIAA Journal,

55 (2), 673–679 (2017).

[9]Schlatter, P., Stolz, S., and Kleiser, L.: LES of transitional flows

using the approximate deconvolution model, Int. J. of Heat and

Fluid Flow, 25 (3), 549–558 (2004).

[10]Tanarro, A., Mallor, F., Offermans, N., Peplinski, A., Vinuesa, R.,

and Schlatter, P.: Enabling adaptive mesh refinement for spectral-

element simulations of turbulence around wing sections, Flow,

Turb. and Comb., 105, 415–436 (2020).
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Figure 1: Mean velocity profiles in the suction side of the

NACA 4412 wing at 60% of the chord. Data for 5 and 11

degrees AoA is shown, both at a Rec=400,000.

Figure 2: Instantaneous flow visualization, showing (in blue)

regions with backflow (Ux < 0). A 2D plane of the spectral

element mesh, as well as the instantaneous streamwise veloc-

ity field are shown in the background. The top and bottom

images correspond to an angle of attack of 5 and 11 degrees,

respectively, both at a Rec=400,000.
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INTRODUCTION

The three-dimensional (Stanford) diffuser is a well docu-

mented case with complex internal corner flow and 3D sep-

aration while having a relatively simple geometry. It has an

inlet section, an expansion section and an outlet section (see

Figure 1).

This diffuser configuration has already been investigated in

the framework of two ERCOFTAC-SIG15 Workshops and in

the European ATAAC project. They studied two 3D diffuser

geometries, one of which is the present geometry presented in

this work. The workshop reports were published in the ER-

COFTAC Bulletin Issues, see Steiner et al. [1], Jakirlić et al.

[2]. Although there has been many studies on this geometry,

the only high-fidelity data available is the direct numerical

simulation (DNS) performed by Ohlsson et al. [3]. This DNS

had a Re=10,000 and was computed using a spectral element

code with 11th order polynomials. The flow was computed for

13 flow-through-times (based on the bulk inlet velocity and dif-

fuser length) before gathering statistics, which were computed

over an additional 21 flowthrough-times.

However, results presented were limited to comparison with

experimental results. In the current work, we go a step further

in the analysis of the physics and complexity of the flow in a

3D geometry by presenting turbulent kinetic energy (TKE)

and Reynolds stress budgets, as well as a POD/DMD analysis

of the relevant sections of the flow.

MATHEMATICAL AND NUMERICAL MODEL

For this DNS, the data has been obtained by solving the

incompressible Navier-Stokes equations since the flow is not

subject to compressibility effects. For the computations, the

code Alya, developed at Alya the Barcelona Supercomputing

Centre is used. Alya is a parallel multi-physics/multi-scale

finite-element simulation code developed to run efficiently on

high-performance computing environments. The general code

is described in Vazquez et al. [4]. Details about the numerical

schemes for the incompressible flow solver are described in

Lehmkuhl et al. [5].

For the current diffuser, the upper-wall expansion angle is

11.3◦ and the side-wall expansion angle is 2.56◦. The flow in

the inlet duct (height h = 1, width B = 3.33) corresponds to

fully-developed turbulent rectangular duct flow. The origin of

coordinates is set at the entrance of the diffuser. The L = 15h

long diffuser section is followed by a straight outlet part (12.5h

long). Downstream of this the flow goes through a 10h long

contraction followed by a 5h straight duct in order to minimize

the effect of the outlet to the diffuser.

The flow at the inlet is assumed to be a fully developed

rectangular channel flow. At the outlet (x = 47.5h), standard

Dirichlet condition for the pressure is prescribed. An inflow

Reynolds number (Re) of 10,000 is considered

Re =
uh

ν
, (1)

where u is the inflow velocity (u, v, w = 1, 0, 0) and h is the

duct height. The flow is considered to be incompressible. Tur-

bulence is triggered by creating a small discontinuity in the

form of a small chevron in the duct. This method is pre-

ferred over using a precursor calculation of rectangular duct

flow with streamwise periodicity conditions. As Nikitin [6] ar-

gued, such conditions might not be suitable since they cause

a spatial periodicity, which is not physical for turbulent flows.

The walls of the duct and the diffuser are set to no slip.

Figure 1: Domain geometry for the computational study.

The computational grid resulted in about 250 million ele-

ments. With a stretched grid, the maximum grid resolution

in the duct centre is ∆z+ = 11.6, ∆y+ = 13.2, ∆x+ = 19.5.

At the wall, the resolution is z+ = 0.074, y+ = 0.37 in the

spanwise and normal directions, respectively. This resolution

was deemed sufficient to compute the flow in the diffuser and

is based on the previous work of Ohlsson et al. [3]. For the

temporal resolution, a third order explicit Runge Kutta was

used with a dynamic time stepping that ensured a CFL below

0.9.



RESULTS AND VALIDATION

The mesh resolution is quantified by obtaining the ratio

between the mesh characteristic length (∆) and characteristic

lengths of the turbulence, i.e., the Taylor microscale (ηT ) and

Kolmogorov length scale (ηK). The latter is shown in Figure

2. As can be seen, this ratio indicates that the resolution

achieved by the present grid is at DNS level.

Figure 2: Stanford double diffuser, Alya DNS-250M DoF, ratio

between the mesh size and the Kolmogorov lengthscale.

For verification of the quality of the results obtained in the

present simulations, these are compared with those of the DNS

of Ohlsson et al. [3] and the experimental data of Cherry et al.

[7]. Figures 3 and 4 show, respectively, the mean streamwise

velocity and its RMS values along characteristic lines of the

diffuser for the experimental data and both DNS.

When compared to reference results, good agreement be-

tween present DNS and the results by Ohlsson et al. is ob-

served. Deviations from experiments by Cherry et al. are ob-

served in some locations, but in general, present data matches

better experimental results. It should be noted that the inclu-

sion of a roughness element in the long inlet duct in order to

trigger turbulence has a negligible effect on the quality of the

results.

The turbulent kinetic energy budget equation terms have

also been computed. Plots have been represented for each of

the budget terms of the TKE equation and the Reynolds stress

equations. The magnitudes of the residuals for both equations

are deemed sufficiently small for the present case. In the final

version of the manuscript, turbulent kinetic energy budget will

be presented and discussed in detail.

Figure 3: Stanford double diffuser, Re=10000, validation. Av-

erage velocities, Cherry et al. [7] and Ohlsson et al. [3] vs data

obtained with Alya.

Figure 4: Stanford double diffuser, Re=10000, validation. Av-

erage streamwise velocity fluctuations, Cherry et al. [7] and

Ohlsson et al. [3] vs data obtained with Alya.

Moreover, a POD/DMD analysis of the flow will also be

presented. The results will be useful to understand the effect

of separation in the wall-shear stress and will be useful for

wall modeling purposes. Moreover, a general understanding

of the flow is expected to be gained so that, for example, the

Reynolds stress equation budgets can be understood.
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[2] S. Jakirlić, G. Kadavelil, M. Kornhaas, M. Schäfer,
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INTRODUCTION

Rotation characterizes many turbulent flows, both in na-

ture (e.g., geophysical flows) and in engineering applications

(for instance, turbines, pumps, cyclone separators, the flow in

cooling systems in radars, and so on). The literature on the

subject of rotating flow is quite large. For a channel that is

rotating about its spanwise axis (z), the Coriolis force appears

as terms 2Ωv and −2Ωu in the streamwise-(x) and wall-normal

(y)-momentum equations, respectively. It destabilizes the flow

when the rotation has the same sign as the mean shear vortic-

ity and stabilizes the turbulence when the two have opposite

signs (figure 1). A flow phenomenon that frequently occursEffects of Rotation on Turbulence

41
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Figure 1: Schamatic of a spanwise rotating channel flow.

and has a dramatic effect on the performance of a rotating

device is massive flow separation. It is often induced by ei-

ther an abrupt expansion or an adverse pressure gradient in

the flow. The stabilization/destabilization influence of the

Coriolis force may promote or delay flow separation and reat-

tachment. The effects of spanwise rotation on separation have

been investigated in backward-facing steps [1, 2], sudden ex-

pansion channel [3], rib-roughened channel [4] and diffuser [5].

A common finding is that the separation bubble decreases

with increasing anti-cyclonic rotation and increases with in-

creasing rate of cyclonic rotation. Since separation is enforced

by the geometrical singularities in these studies, the recircu-

lation region can be reduced but not completely eliminated.

Compared with the geometry-induced separation, limited in-

formation is available on the dynamics of the adverse pressure

gradient(APG)-induced flow separation in which the onset of

separation may constantly change with the upstream condi-

tion.

In this study, we study the flow separation produced by a

lower curved bump in a turbulent channel. The bump has a

smooth geometry variation that allows the separation point

to move freely in the aft part of the bump. The flow is ex-

amined at three rotation numbers including the non-rotating

condition and two Reynolds numbers. Both the cyclonic and

anti-cyclonic rotations are examined.

PROBLEM FORMULATION

Turbulent channel flows rotating in the spanwise direction

at Reynolds number Reb = UbH/ν = 2500 and 5000 (H is

the channel half-height and Ub the bulk velocity) are simu-

lated by DNS. The friction Reynolds number, Reτ , is 162 and

296 when the channel is not rotating respectively. A two-

dimensional bump defined by y = −a(x − 4)2 + h is placed

on the bottom wall of the channel. Depending on the sign of

the rotation rate, this side is either anti-cyclonic (i.e., posi-

tive Ro) or cyclonic (negative Ro). The height of the bump

is h = 0.25H. The bump is 2.58H long on the wall with

a=0.15. Six simulations are performed at three rotation num-

bers Ro = 0 and ± 0.42 at the two Reynolds numbers. The

parameters of the cases are listed in Table 1. ‘P’, ‘N’, and

‘H’ in the names of the cases denote positive Ro, negative Ro,

and high Reynolds number cases, respectively. The friction

Reynolds number at the bump crest ranges from 174 to 210

(276 to 347) at the lower (higher) Reynolds number. A cal-

culation domain of 39H × 2H × 6H in the streamwise (x),

wall-normal (y), and spanwise (z) directions is employed. The

long streamwise domain size is used to ensure the flow is fully

recovered by the outlet and recycled back to the inlet by the

periodic boundary condition.

Cases Ro xsep ysep Lsep

Ro0 0 4.55 (0) 0.203 1.79 (0)

P42 0.42 4.74 (+0.19) 0.166 0.90 (-50%)

N42 -0.42 4.48 (-0.07) 0.214 3.77 (+110%)

Ro0H 0 4.47 (-0.08) 0.216 1.42 (-21%)

P42H 0.42 4.66 (+0.11) 0.185 0.85 (-53%)

N42H -0.42 4.38 (-0.17) 0.228 2.96 (+66%)

Table 1: Simulation parameters and separation region mea-

surements. The bulk Reynolds numbers are 2,500 (Ro0, P42,

N42) and 5,000 (Ro0H, P42H, N42H). Values in the brackets

are changes with respect to Case Ro0.

The equations of motion are solved using a well-validated

finite difference code that solves the incompressible Navier-

Stokes equations on a staggered grid. The solver has been

successfully applied to many fluid flow problems with embed-
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ded structures [6, 7]. Snapshots are collected over 400H/Ub for

statistical averaging. Grid independent results are obtained by

1196 × 192 × 184 and 2496 × 386 × 384 grid points at the two

Reynolds numbers respectively. The maximum ∆x+, ∆z+,

and ∆y+ at the walls are 9.3, 6.5, and 0.5. Away from the

wall, the grid spacing is less than six times the local Kol-

mogorov length scale in all the cases. In the following, we will

refer to the two sides as anti-cyclonic or cyclonic with respect

to the mean shear near the bottom wall.

RESULTS AND DISCUSSIONS

Contours of mean streamwise velocity and the separating

streamlines are shown in figure 2. The separation region is re-

duced when flow over the bump is under anti-cyclonic rotation,

and enlarged under cyclonic rotation (also refer to Table 1), in

line with the existing literature. Surprisingly, as Re increases,

separation occurs about 0.08H ∼0.1H earlier in the aft part

of the bump compared with the corresponding lower Re cases

at each rotation number. The flow reattaches earlier as well,

leading to the shorter recirculation zones. The reduction of

the mean separation bubble due to increasing Re is most sig-

nificant when the bump is on the stable/suction/cyclonic side

of the channel.

Figure 2: Contours of the mean streamwise velocity. Solid line

are mean separation streamlines.

Figure 3 shows the profiles of the total drag accumulated

from the inflow boundary of the calculation domain. Since the

flow over the bump and the separation also affect the flow on

the other wall of the channel, the skin friction drag and form

drag on all the surfaces are taken into consideration. For the

region around the bump (x ≤ 5.3H), anti-cyclonic rotation

reduces the drag by the end of the bump by 20% at the lower

Re. The reduction, however, is not as remarkable as it is for

the mean separation region (i.e., -50%). The cyclonic rotation

shows a total drag that is comparable to the non-rotating case

(-3%) over the bump region, in spite of the more than dou-

bled separation region. Comparing the cases at the same Ro

but different Re, the total drag decreases as Re increases as

expected. Unlike its counterpart at the lower Re, cyclonic ro-

tation at higher Re shows a significant drag reduction (-25%)

compared with the non-rotating case at the same Re. The

anti-cyclonic rotation reduces the total drag by 17% at the

higher Re. Note that the separation region in case P42H is

so small that one may intuitively think that the form drag is

close to zero. The current data indicates that the size of the

separation bubble is a poor indicator of the drag created by

the bump. Even if there is no massive separation, the form

drag may still be quite large.

When considering the overall drag up to the streamwise

location where the flow in all the cases is recovered from the

wake of the bump (x = 32H), the bump contributes to 27%±
1% of the total drag at both Reynolds numbers when Ro =

0 and -0.42. For the anti-cyclonic rotation, its contribution

increases from 24% to 32% as the Reynolds number increases.

The friction drag after the flow reattachment is significant.

The profiles in figure 3 show that Case P42H has a higher

total drag up to x/H ∼ 12 compared with case N42H. But

after that, the friction drag produced by the former is less

than it is in the latter. By x = 32H, the drag is lower by

0.017 U2
b /H in case P42H than in N42H.

Figure 3: Profiles of the total drag accumulated from the in-

flow boundary.

In conclusion, separation is almost completed eliminated at

Ro = 0.42. As the Reynolds number increases, the separation

occurs earlier over the bump in the current configuration. The

separation region reduces with the increasing Re at all three

rotation rates especially when the rotation is cyclonic. The

size of the recirculation zone is a poor indicator of the total

drag.
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INTRODUCTION

Numerous studies dedicated to the linear stability of

Poiseuille flow through a circular pipe suggest that it is linearly

stable for all Reynolds numbers [1]. At the same time surpris-

ingly little attention has been devoted to the linear stability

analysis of the magnetohydrodynamics (MHD) pipe flow. The

only relevant study in this context is that of Åkerstedt who

analyzed the stability of Poiseuille pipe flow subject to a

uniform axial magnetic field and observed that it damps three-

dimensional disturbances [2].

Generally the effect of an applied magnetic field on a flow

of an electrically conducting fluid is two-fold. Firstly, it may

modify the mean velocity profile and give rise to inflexion

points, shear layers and regions of velocity overspeed (“jets”)

[3]. As a consequence, the flow may become less stable with

respect to small disturbances. Secondly, the magnetic field

tends to stabilize the flow due to the Joule dissipation result-

ing from the occurrence of induced currents.

PROBLEM DESCRIPTION AND RESULTS

In this work we analyze the stability and transition of the

MHD pipe flow in the presence of a transverse magnetic field.

To model the flow we use the quasi-static approximation of

the MHD equations as we focus on liquid-metal flows at low

magnetic Reynolds numbers.

Contrary to the case considered by Åkerstedt, the effect of

Joule damping is combined with the stretching of the mean

velocity profile and the occurrence of “jets”. In terms of

base flow deformation, it bears some similarities with the flow

through an elliptic pipe due to the elongation of the velocity

profile along the magnetic field. In the elliptic pipe, this de-

formation results in the occurrence of unstable modes even in

the case of small ellipticity [4]. We observe here that while

the flow elongation in the presence of the magnetic field has a

destabilizing effect on the flow, it is not large enough to trig-

ger any instability. However, we find that the hydromagnetic

pipe flow becomes linearly unstable when this effect is com-

bined with the occurrence of overspeed regions in the Roberts

layers. These “jets” are known to emerge at sufficiently high

values of the conductivity of the pipe wall and Hartmann num-

bers [5, 6].

In the first part of our presentation, we discuss the results

of an extensive parametric study that explores the counter-

balance between the stabilizing and destabilizing effects of the

transverse magnetic field. We also discuss the structure of the

unstable modes occurring in the different flow regimes in terms

of Reynolds numbers Re, Hartmann numbers Ha and conduc-

tivity χ of the pipe wall. For example, we present in Figure 1

the critical Reynolds number as a function of the Hartmann

number for infinitely conductive pipe wall and observe the ex-

istence of a global minimum Reynolds number Re ≈ 43605.

Figure 1: Critical Reynolds number as a function of the Hart-

mann number for infinitely conductive pipe wall.

In the second part of our presentation we discuss the non-

linear evolution of the unstable modes obtained earlier. In

figure 2 we illustrate the structure of such a mode by plot-

ting isocontours of the streamwize velocity perturbation. We

observe that in the presence of the magnetic field B, the un-

stable modes are characterized by slow and rapid streamize

streaks in the region of the flow where the pipe’s wall is parallel

to the magnetic field (regions also known as Roberts layers).

Using high resolution direct numerical simulations we show

how these streaks then become unstable through a secondary

non-linear transition. Our simulations are performed using

the YALES2 code [7] which discretizes the domain using a

fourth order accurate unstructured finite volume method and

the TRK4 fourth-order temporal scheme for time advance-

ment. For the discretization of the MHD term, we use the

method developed in [8] that allows to impose the divergence

free condition on electrical currents up to machine precision.



Figure 2: Isocontours of the streamwise velocity for the most

unstable mode at Re = 1.66 · 105, Ha = 45 and χ =∞.
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INTRODUCTION

Buoyancy driven flows are very common in both industry

and nature, with examples ranging from volcanic ash clouds

to pollutant dispersion. Their prevalence and importance

has led to great interest across many fields, from disaster

management to the impact of industry on the climate. Despite

decades of research, their often turbulent nature leaves their

behaviour still difficult to understand and predict. In the

present study, the behaviours of turbulent buoyant plumes

subjected to uniform crossflow are investigated starting with

a numerical data set obtained via direct numerical simulation

(DNS).

SETUP AND PARAMETERS

In the absence of compressibility, the Navier-Stokes

equations for velocity u and kinematic pressure perturbation

p coupled with a buoyancy field b acting in the k̂ direction

satisfy

∂u

∂t
+ (u · ∇)u− ν∇2u+∇p− bk̂ = 0

∂b

∂t
+ (u · ∇)b− κ∇2b = 0 (1)

∇ · u = 0,

where ν is the kinematic viscosity and κ the diffusivity

constant. The buoyancy field is defined by b = g(ρ0 − ρ)/ρ0,

where ρ0 is a constant reference density and g the gravitational

acceleration, and the pressure perturbation p = p̄/ρ0 + gz

with standard pressure p̄. The case set up is the same as that

of Jordan et al [1], however the plumes in the present study

are not infinitely lazy at the source, meaning that a non-zero

momentum and a non-zero buoyancy are responsible for the

dynamics. For the current simulation the source Reynolds

number, defined through the buoyancy velocity scale, and

Richardson numbers are

Re0 =
2F

1/3
0 r

2/3
0

ν
= 1000, Ri0 =

F0

r0w3
0

= 1, (2)

where F0 is the source integral buoyancy flux, r0 is the

radius of the source and w0 is the velocity. The numerical

scheme employed is that of Craske and van Reeuwijk [2],

building on the work of Verstappen and Veldman [3],

utilising a robust finite difference method with fourth-order

spatial discretisation and a third-order Adams-Bashforth

time integration scheme. A CFL target of 0.3 determines

the variable timestep size, with a maximum ∆t of 0.025.

The large numbers of degrees of freedom ensure a highly

accurate method which can resolve the multi-scale phenomena

associated with turbulent flows, with staggered computational

grids of 1350× 774× 774 cells over a 28× 24× 24 domain, in

the streamwise, spanwise and vertical directions respectively.

DATA ANALYSIS

Owing to the multi-scale complexities of buoyancy driven

turbulent flows, a highly refined simulation grid is required

for DNS, see e.g. a cross section of enstrophy in the figure 1,

hence the development of appropriate large eddy simulation

tools would be advisable. In the present contribution, the

ability of the large-scale resolved field to capture the main flow

features will be firstly analyzed. The behavior of turbulence

intensities of the resolved fluctuations as a function of the filter

lengths will be also presented and the a priori assessment of

the behaviour of turbulence models for large eddy simulation

(LES) will be discussed.

Figure 1: Instantaneous 2D snapshot of the plume enstrophy

in the x− z plane.
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INTRODUCTION 

    With the accelerating urbanization and the persistent 

COVID-19 pandemics, air quality has been increasingly 

influential in people’s lives [1]. Urban boundary layer (UBL) 

flow, which directly governs the air exchange between 

atmosphere and urban canopies, has received growing 

attention from the academic and engineering areas. 

Investigations into UBL dynamics are commonly conducted 

via field measurements (e. g. wind speed/pressure sensors 

mounted on towers) and scaled-down experiments (e. g. 

wind/water tunnels with 3D-printing models), as well as 

numerical methods (e. g. RANS, LES and DNS). Despite the 

good approximation of realistic wind field via situ 

measurements/experiments, there are inherent drawbacks 

that either the whole flow field could be barely obtained, or 

the space of the targeting-built area is rather limited. 

Therefore, LES is another feasible solution to sketch the 

whole picture of UBL flow over diversified urban built 

patches [2]. With the aid of LES and large-scale computers, 

the turbulence information at any point (based on the 

balance between accuracy required and affordable cost), 

especially, the higher-order moments of velocity 

fluctuations, as well as frequency information of eddies, 

would be obtained in details. Understanding UBL flow could 

benefit urban planning for air quality improvement. 

     

METHODOLOGY  

     To study UBL flow, the full-scale building models from a 

representative densely built city, Hong Kong, are digitalized. 

The targeting area locates in Kowloon Peninsula, extending 

10 km and 13 km in the East-West and South-North 

directions, respectively. LES is used to calculate the 

incompressible flows in neutral thermal conditions. The 

incoming wind (10 m sec-1) is prescribed at the Western inlet 

(Figure 1). The governing equations consist of the continuity 

and momentum conservations that are solved by the finite 

volume (FV) method. OpenFOAM utilities snappyHexMesh 

are adopted for mesh discretization (110 million FV cells). 

The conservation of subgrid-scale (SGS) turbulence kinetic 

energy (TKE) and SGS momentum flux are modeled by one-

equation SGS and Smagorinsky models, respectively. The 

gradient and divergence terms are calculated with the cell-

limited gradient scheme and the limited linear divergence 

schemes, respectively. The implicit Euler scheme is used in 

the time integration. The PIMPLE (a combination of Pressure 

Implicit with Splitting of Operator and Semi-Implicit Method 

for Pressure-Linked Equations) algorithm is used to handle 

the velocity-pressure coupling. The Geometric Algebraic 

Multigrid (GAMG) preconditioner and the Conjugate 

Gradient (CG) method are used to solve the pressure while 

the Preconditioned Bi-Conjugate Gradient (PBiCG) method 

is used to solve other variables.  

 

RESULTS 

In the wind field, giant wakes are formed by the building 

clusters, extending several kilometers downstream (Figure 

1). Urban buildings are highly 3D with a combination of 

height, ranging from 10 m to 500 m. This exceptional 

heterogeneity generates a flow field essentially different 

from that of the simplified roughness cases, such as cubes, 

riblets arranged in a regular layout (aligned/staggered) [3]. 

Besides, due to the blockage, the main flow deviates around 

300 to 500 from the prescribed direction. To conduct the 

analysis of turbulence dynamics, the statistical terms are 

thusly computed after the rotation of velocity field to the 

streamwise-spanwise coordinate system. 

To study the effects of the buildings, the inner layers of 

UBL are divided into roughness- and inertial-sublayers (i.e., 

RSL and ISL) via the identification of the law-of-the-wall (i.e., 

log-law) region. The depth of RSL is around 3 to 5 times of 

the average building height, falling into the typical UBL range. 

However, it is increased by upstream wakes. This RSL 

elevation would lead to the persistence of anisotropic 

turbulent structures. It would be interesting to examine the 



flow dynamics affected by upstream wakes, for example, 

whether the upstream, large-structure meandering would 

increase the diversity of turbulence structures generation 

downstream or not, and how it affects the pedestrian-level 

ventilation. The related analysis is under preparation for the 

presentation.  

Ejection (Q2) and sweep (Q4) are two main quadrant 

events dominating the momentum transport process [4]. It 

is confirmed that, for UBL flow, Q2 appears more frequently 

than does Q4 in RSL. However, Q4 dominates the 

contribution to the vertical momentum flux. An example is 

given in Figure 2. By filtering quadrant events with a range 

of bins, it is further found that a critical scale of momentum 

strength (around 4 times of the averaged value) determines 

the dominance of occurrence and flux fractions between the 

two events. In other words, there are larger portions of 

small-scale Q2 and large-scale Q4 in RSL, compared with 

their counterparts with the same strength, respectively. 

More interestingly, the two coherent structures switch their 

behaviors in ISL. The fundamental reasons behind need 

further study. Nevertheless, this critical value characterizes 

realistic UBL flow.   

  Unlike the turbulent flow over idealized roughness, other 

distinctive phenomenon for realistic UBL flow is observed: 

(1). Elevated peak and/or dual peaks of momentum flux 

profiles indicating the intensified turbulence generation; 

and (2). The highly skewed RSL flow with super Gaussian 

distribution, enhancing the intermittency and extremity of 

strong structures. Those details will be reported in the 

presentations. Despite the preliminary progress, the wind 

field of a dense urban area is complicated due to many 

uncertainties in nature. For example, the daily/seasonal 

change of wind incident angles not only affects the wake 

generation but also changes the spatial relative position. The 

contrast of different wind directions will be included in the 

next step. The findings could contribute to the theoretical 

framework of turbulent boundary layer flow over large-scale 

heterogenous roughness elements as well as help urban 

planners and policy makers to create a better air ambient in 

cities.   
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Figure 1: A planar view of the velocity field of UBL flow over 

Kowloon Peninsula (at z = 150m). 

 

 
Figure 2: An example of UBL statistics of quadrant events: 

(a). the occurrence percentage of each quadrant; (b) the 

contribution to vertical momentum flux transport by each 

quadrant. Dashed and solid black lines indicate the upper 

limit of roughness- and inertial-sublayers (i.e., RSL and ISL). 
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INTRODUCTION

Nowadays a number of engineering and industrial applica-

tions envisages a cryogenic stream subjected to heat transfer

within a pipe or a channel. Suffice it to think about nuclear

reactors, power generation plants and rocket engines systems.

Such wall-bounded, stratified (and generally reacting) flows

represent a challenge both from the numerical modelling and

the theoretical standpoint, given on one hand the interplay of

different phenomena and on the other the resolution required

by near-wall gradients. Specifically in the context of Liquid

Rocket Engines (LRE), the mentioned configuration can be

found in the propellant injection and in the regenerative cool-

ing system of a LRE, where the fuel (hydrogen or methane)

is in both case interested by some heat transfer mechanism

due to the high temperature from the combustion chamber.

Experimental campaigns could in this context provide a sub-

stantial help in sheding light on these heat transfer phenomena

and on the near-wall behavior of such flows. However the ex-

treme thermodynamic and operative conditions under which

the aforementioned systems work, generally make these cam-

paigns prohibitive and expensive, ultimately delegating the

mentioned responsibility to Computational Fluid Dynamics

(CFD). As a consequence, an increasing need of computation-

ally affordable and reliable models is nowadays observed.

In view of reducing the stiffness of multi-dimensional wall-

bounded simulations, specifically that associated to the resolu-

tion of turbulent boundary layers, one approach is to use wall-

functions as approximate wall boundary conditions. Despite

the large literature on the subject [2, 4] on both algebraic [3]

and numerical [1] models, in the context of high pressure,

cryogenic (trans- and/or supercritical) flows, a lack of dedi-

cated models is observed to the best of the author’s knowledge.

Therefore this work aims at outlining and presenting the main

steps behind the derivation of a newly developed algebraic

wall-function for trans- and supercritical flows [5]. Concur-

rently it provides both a-priori and 2D/3D a-posteriori ap-

plications of the proposed model against a recently developed

wall-resolved LES database of supercritical para-hydrogen in

a cylindrical heated pipe [6]. The proposed model provides an

Equation of State (EOS)-independent formulation, thus being

specifically suited for real-gas flows.

WALL-RESOLVED LES DATABASE

The mentioned database, employed as a reference solu-

tion in the present work, includes a turbulent flow through

a straight heated circular pipe of diameter D = 0.16 mm

with a first 15D entrance length to let turbulence develop

and a 35D heated segment. The flow is cryogenic para-

hydrogen at a pressure p0 = 5 MPa (LH2, critical pressure

pcr = 1.28377 MPa, pseudo-boiling temperature Tpb(p0) ≈
46 K) and at an inlet temperature T = 25 K, correspond-

ing to a density ρ = 71.95 kg/m3. The inlet mass flow is

1324 kg/m2/s, leading to an inlet velocity U = 18.4016 m/s.

Different wall heat fluxes qw from 1 to 5 MW/m2 are imposed

on the pipe wall by keeping the inlet mass flux constant in

order to gradually see the pseudo-boiling transition inside the

pipe, as schematically displayed in the phase-diagram of H2

provided in Fig. 1. Main characteristics of each simulated case

are summarized in Tab. 1.

SP-Q1

SP-Q2

SP-Q3 SP-Q5

Clapeyron

Figure 1: Phase diagram of para-hydrogen in reduced tem-

perature (Tr = T/Tcr) and pressure (pr = p/pcr). Contour

values of compressibility factor reported in grey. Colored

markers denote outlet conditions of each case in terms of bulk

pressure and temperature. Also displayed is the Widom line

(WL) from the analytical expression proposed in [10] and ob-

tained from NIST [9] as the locus of maximum specific heat

cp values. IC stands for Inlet Conditions.

All the simulations are obtained with an in-house un-

steady and pressure-based solver based on OpenFOAM [7] and

OpenSMOKE++ [8]. A modified version of the Pressure Im-

plicit with Splitting of Operators (PISO) algorithm is used to

handle the pressure-velocity coupling. The WALE sub-grid



Run ρU qw pr = p0/pc Reb,max

label (kg/m2/s) (MW/m2) (-) (-)

SP-Q1 1324 1 3.894 21000

SP-Q2 1324 2 3.894 33000

SP-Q3 1324 3 3.894 48000

SP-Q5 1324 5 3.894 52000

Table 1: Key quantities of the wall-resolved LES (WR-LES)

database of cryogenic para-hydrogen in a heated pipe. The

subscript b refers to bulk quantities. Reb = (ρU)bD/µb is

the bulk Reynolds number whose maximum is attained on the

outlet section of the pipe.

model is chosen as turbulence closure [11].

THE NEWLY PROPOSED REAL GAS WALL-FUNCTION

The development of the proposed algebraic wall-function is

based on:

1) an analytical law relating temperature T to velocity in

the near-wall region:

T

Tw
= D −BqPrtU

+ (1)

being D an integration constant depending on the

Prandtl number of the fluid on the wall, Bq = Tτ/Tw

the heat transfer coefficient and Tτ the friction temper-

ature, Prt a turbulent Prandtl number and U+ = U/uτ

with U velocity and uτ the skin friction velocity.

2) the van Driest’s compressible velocity transformation:∫ U+

0

(
ρ

ρw

)1/2

dU+ ≈
1

κ
ln(y+) + C (2)

being ρ the density, κ the von Karman constant, C =

5.5 and y+ = yuτ/νw the non-dimensional wall-distance

with νw the kinematic viscosity on the wall.

3) substituting ρ/ρw = ZwTw/ZT (with Z the compress-

ibility factor obtained from an arbitrary EOS and as-

suming R = Rw with R the gas constant and pressure

imposed from the outer flow, p = pw) inside Eq. (2) to

get:

(ZwTw)1/2

PrtTτ

∫ Tb

Ta

(
1

ZT

)1/2

dT ≈
1

κ
ln(y+) + C (3)

where Eq. (1) is employed to change the integration vari-

able from dU+ to dT and obtain the integration bounds

Ta = T (U+) and Tb = T (U+ = 0) accordingly.

4) proposing an analytical approximation of the function

G(T ; p0) = (1/ZT )1/2 appearing in Eq. (3), where the

parameter p0 is the target thermodynamic pressure of

the flow (5 MPa) in order to analytically solve the above

integral.

5) solving the ensuing non-linear equation in uτ from

Eq. (3) which retains variation of properties (density) in

the boundary layer due to the stratification of the flow.

RESULTS OF A-PRIORI APPLICATION

The real gas wall-function model (RG-WF) previously pro-

posed is first tested a-priori on each case of Tab. 1 on different

wall-modeled grids (although results from one grid only are

shown here) obtained by radially coarsening the grid employed

in the generation of the database. Results displayed in Fig. 2

show good performances in reproducing the reference solution

in terms of skin friction velocity and promising results in view

of future a-posteriori applications.

Figure 2: A-priori analysis of the newly developed algebraic

wall-function on the WR-LES database of Tab. 1 in terms of

skin friction velocity.
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INTRODUCTION

Particle-laden flows occur in many ways in natural and

technological situations. Jain et al. [1] presented four DNS

studies of sediment transport with different particle shapes.

The one conducted with spherical particles was used in the

present work to apply a machine learning (ML) algorithm to

improve the turbulence modelling in RANS simulations.

Chauchat et al. [2] implemented a closure model in their

two-phase CFD solver for sediment transport applications,

SedFoam-2.0, but it shows inaccuracies especially in account-

ing for the impact of fluid-particle interaction on the turbulent

kinetic energy. The aim of the present work is to improve the

model. Based on the high-fidelity data from DNS, the error

of the modelled turbulence transport equation was extracted.

It served as the target data for the deterministic symbolic re-

gression technique SpaRTA introduced by Schmelzer et al. [3].

The learnt models were implemented in the CFD solver for

cross-validation to assess their predictive performance.

RANS MODEL

The phase-weighted average (the definition can be found

in Burns et al. [4]) of a generic flow value ψ, is denoted by a

tilde and the fluctuations can be obtained as ψp′ = ψ − ψ̃p,

where p indicates the phase, f or s. The volume fraction of the

fluid, φ, and the sediment, α, are expressed as the spatially

averaged respective phase indicator function χp [4].

The RANS equations employ the fluid Reynolds stress ten-

sor R̃ij , which in the present work is modelled based on the

Boussinesq assumption, using the eddy viscosity νt and the de-

viatoric part of the mean fluid strain rate tensor S̃ij [2]. The

eddy viscosity is determined using a k-ε-turbulence model em-

ploying νt = Cµk2/ε, with Cµ = 0.09. The transport equation

for the turbulent kinetic energy of the fluid k reads

Dtk = P − ε+ T + I. (1)

The turbulent production P and transportation T are mod-

elled similar to the clear fluid closure and the dissipation ε is

computed from its own transport equation, which is analogous

to Eq. (1). The interfacial term I accounts for sediment-fluid

interaction and is split in two parts. The first is modelled as a

drag-induced turbulence damping effect and the second results

from a density stratification which, for upwards decreasing

sediment concentrations, also provides turbulence attenuation

[2].

SETUP AND DNS DATA

The data basis is formed by high-fidelity simulations of

particle laden flows, described in Jain et al. [1]. It is an

incompressible turbulent open-channel flow with a rough sed-

iment bed using various particle shapes. The domain is of size

108d× 23d× 36d in the stream-wise (x), wall-normal (y) and

span-wise (z) direction, respectively, where d is the particle di-

ameter. The present work is based on the case with spherical

particles (Fig. 1).

Figure 1: Instantaneous snapshot of the domain, flow from

left to right.

The terms of Eq. (1), both exact and modelled, can be eval-

uated employing the high-fidelity data for upi , k, R̃ij , ε and

χp. The term on the left-hand side is assumed to be negli-

gible when averaging in time and periodic directions. Fig. 2

shows the resulting wall-normal profiles for all terms of the

right-hand side (RHS) of Eq. (1). Compared to the exact

terms, the modelled production is largely overestimating and

the interfacial term is of the wrong sign. Hence, the model

terms do not satisfy (1), a residual ∆ is obtained, which is

also displayed in Fig. 2.

SPARTA APPROACH

The basic idea of the approach is to add a corrective term

R to the RHS of the modelled k-transport equation, which,

ideally, would be equal to ∆ for any situation. As this is

impossible, an ansatz R ≈ ∆ is made and optimized by ML.

A counterpart of the corrective term for k is included in the

ε-equation as in [3]. Two different modelling approaches were

considered: The turbulent production analogy, expressing R
as [3]

R = 2k
(
bRij − 1/3 δij

)
∂j ũ

f
i, (2)

1
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Figure 2: Wall-normal profiles for the exact and modelled

terms of the RHS of the k-transport equation (1) using DNS

data by Jain et al. [1].

and a newly introduced dissipation analogy, with

R = c ε. (3)

For the first one, a tensorial model for bRij has to be found

and for the second one, a functional expression for the scalar

c is needed. It is assumed that both depend on the mean

strain-rate tensor S̃ij and the mean rotation-rate tensor Ω̃ij .

For both approaches the polynomial model expressions for

the target values were assembled from a predefined set of non-

linear candidate functions. These candidates depend on the

invariants that form the minimal integrity basis of the tensors.

Additionally, for considering sediment-phase related quantities

in the models, the sediment volume fraction α was included

and an additive constant was also considered. These features

were multiplied by themselves and each other so that they

resulted in functions with a maximum degree of six. The scalar

c was assembled directly from the resulting terms, and for

building bRij , they were additionally multiplied with each base

tensor of the minimal integrity basis.

The model selection and inference were employed follow-

ing [3], using elastic net regularisation and ridge regression to

promote sparsity and small model coefficients. This prevents

overfitting and increases the likelihood of yielding models that

are stable when implemented in a CFD solver. As a result,

numerous symbolic model expressions M for bRij or c were

obtained that regress the target data.

CROSS-VALIDATION

These models were implemented in SedFoam-2.0 to eval-

uate their predictive quality. The main goal of the present

study is to improve the modelling of the k-transport equa-

tion. However, other quantities should not be deteriorated,

so that the cross-validation was performed not only on k,

but also on the stream-wise velocity of the fluid ũf and sed-

iment ũs, the total shear stress τtot (as defined in [1]) and

the fluid volume fraction φ. The performance on a single flow

quantity ψ was evaluated using the mean-squared error ε via

Pψ = 1 − ε(ψM)/ε(ψ0), where the index M denotes that

the value is obtained after running CFD simulations, where

the machine-learnt model is implemented in the solver, and 0

indicates the result of the unmodified solver. The total per-

formance Ptot of a model was assessed by the arithmetic mean

of the single performances on all five quantities.

The performances Pk and Ptot are shown in Fig. 3. In gen-

eral, the models of the dissipation-analogy performed better

than the ones from the production-analogy, and the inclusion

of α yielded an additional improvement, resulting in a total

performance up to 35 %. No model was capable of improving

all quantities at the same time, but particularly the turbulent

fluctuations were better captured, thereby reducing the error

on k and τtot up to 65 %.

Ptot

−0.2

0.0

0.2

0.4

0.6

P
to

t

P-analogy

ε-analogy

Figure 3: Performance of the models, split into models from

the production analogy (2) and dissipation analogy (3). Filled

symbols: same with α incorporated. Left: total performance

Ptot, right: single performances of the best performing models.

CONCLUSIONS

In this work, the applicability of the SpaRTA algorithm

of Schmelzer et al. [3] to multi-phase flows is demonstrated.

The newly introduced dissipation analogy showed significantly

better results than the production analogy, yielding an ap-

proximately twenty percent higher total performance. How-

ever, the improvements are not as good as in the separating

single-phase flows evaluated in [3], where the objective was to

improve predictions of separation and reattachment.

The dissipation analogy enables the possibility to easily

include new values such as the gradient of the phase volume

fraction in the models. One can also consider to incorporate

the sediment velocity. In further studies, the other test cases

could be considered, since they exhibit substantial differences

with respect to spherical particles, e.g. different sediment bed

behaviour, and most likely require different correction models.
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INTRODUCTION

Given the increasing accessibility of computational

ressources and the effort spend into model development Large-

Eddy Simulation (LES) is maturing as an engineering-tool for

industrial and scientific applications. The ability to resolve

the major energy-carrying turbulent structures makes LES an

attractive tool for interdisciplinary studies like aerodynamics,

reactive flows or magneto-hydrodynamics. LES is often rec-

ommended to resolve the largest part of the inertial range to

operate reliably, as the subgrid model then only replaces the

Kolmogorov scales, which are assumed to behave independent

of the large scales. LES has been commonly applied in these

cases at low and moderate Reynolds numbers. The DNS cal-

culations of highest Reynolds numbers in research are typically

performed for canonical flows and reach Reynolds numbers of

up to 40, 000. This however is far below the common Reynolds

numbers in technical or biological applications of CFD.

In the context of wall-dominated flows, increasing

Reynolds-numbers become even more challenging. This is a

major problem for modern LES, as nearly all technical flows

involve walls to a certain extend. The quality of prediction of

the flow with LES and DNS tools depends on the resolution of

the boundary layer. The thickness of the boundary layer is de-

termined by the Reynolds-number. Higher Reynolds-numbers

lead to thinner boundary layers. In the case of developing

boundary layers such as on airfoils or ships, or unstable bound-

ary layers such as on pistons, moderate Reynolds-numbers

already become challenging. It is sometimes argued, that the

first wall-adjacent cell is required to lie within the first ten

viscous wall-units to ensure a correct capturing of the near-

wall velocity gradient in LES. However, placing a cell within

the viscous sublayer or buffer layer is often considered expen-

sive and hence, highly anisotropic cells are a popular choice

trading wall-normal for span- and stream-wise resolution.

The present study aims for the study of Reynolds number

effects and their role in the context of LES subgrid modeling.

CASE DESCRIPTION

Laminar-turbulent transition forms a highly challenging

case for LES models. The understanding and prediction of

the transition is crucial in numerous application-fields such

as wing aerodynamics, reactor-design or marine-engineering.

Most of the applications involving laminar-turbulent transi-

tion feature boundary layers due to the presence of walls. To

increase the relevancy of the case in this context the idea of

transition and decaying turbulence are combined with the idea

of wall-driven turbulence. Thus, a temporally evolving vortex

is chosen and bounded by two parallel walls.

The case-design is based on the well-known Taylor-Green

Vortex configuration [1, 2]. The initial velocity field is given

by the following expression

u (x, y, z, t = 0) = cos (x) sin (y) sin (z)

v (x, y, z, t = 0) = − sin (x) cos (y) sin (z)

w (x, y, z, t = 0) = 0

(1)

To make the setup suitable for the study of wall-driven tur-

bulence, two parallel walls are added in the z-direction, as the

initial values of w are set to zero.

The scalar ϕ is initialized with values of zero in the cell

centers. As it is of interest to form a case, which can be used

for the study of scalar wall-to-fluid transfer, the cell-faces at

the wall are forced to hold constant values

ϕ (x, y, z = 0, t) = 1

ϕ (x, y, z = 2π, t) = 1
(2)

This allows for the observation of diffusive wall-to-fluid scalar-

transfer and convectively dominated transport in the fluid-

phase. Because the walls are modeled as immersed boundaries,

on the cubic Cartesian grid this can be achieved by manipu-

lating the values within the immersed boundaries as follows:

ϕwall = IB · ϕfluid + (1− IB) · (2− ϕfluid) (3)

The Schmidt-number Sc of the scalar ϕ is chosen to be 0.2.

The transfer of the scalar from the wall to fluid is set to a be a

diffusive flux between the scalar value of unity directly on the

wall and the neighboring fluid value. The Schmidt-number to

calculate the diffusivity is set to Scwall = 0.2 as well.

METHODS

All calculations are performed using the in-house solver

PsiPhi, which has been developed at the Imperial College Lon-

don and the University of Duisburg-Essen. The solver applies

a Finite-Volume Method on a cubic equidistant grid. PsiPhi

has been used in earlier application- and model-development

1



Figure 1: Q-criterion at value of zero colored using the ve-

locity magnitude at t = 25.0s - the front face is the first

wall-adjascent layer.

orientated studies [3, 4]. In this study the incompressible-

formulated Navier-Stokes equations of momentum and a pas-

sive scalar are solved. The equations read

∂ρuj

∂xj
= 0

∂ρui

∂t
+

∂ρuiuj

∂xj
= −

∂p

∂xi
+

∂

∂xj

(
µ

(
∂ui

∂xj
+

∂uj

∂xi

))
∂ρϕ

∂t
+

∂ρϕuj

∂xj
=

∂

∂xj

(
Dϕ

(
∂ρϕ

∂xj

)) (4)

The momentum transport equations are spatially discretized

using fourth-order central differencing (CDS - strictly speak-

ing called linear interpolation in the context of FV) for the

DNS calculations. The additional scalar transport equation

is discretized using fourth-order central differencing in the

DNS. The solution is advanced in time with an explicit low-

storage third order Runge-Kutta scheme using a CFL number

of 0.3. The Poisson-equation is solved using a Jacobi solver.

The maximum allowed residual for that was chosen to 0.01

and approximately 20 iterations were used per Runge-Kutta

step. PsiPhi uses a distributed memory, domain decompo-

sition approach for parallelization, utilizing MPI (Message

Passing Interface) communication.

RESULTS

Figure 1 shows the Q-criterion for Q = 0 as an iso-surface

at the simulation time of 25.0s. The surface are colored by the

local velocity magnitude. It visualizes coherent structures by

means of the second invariant of the velocity gradient tensor,

which is commonly used for subgrid modeling purposes. The

domain is rotated to move the focus on the first wall adjascent

layer. The front-face reveals periodical streak-like structures,

with the most prominent one being the rotational structure in

the center.

Figure 2: Wall-parallel averaged kinetic energy k and shear

stress
√
uv with wall distance in viscous wall unity y+

In Fig. 2, the profiles of the kinetic energy k and the shear

stresses
√
uv can be seen versus the wall-distance in viscous

wall units y+. Three different resolutions are compared fea-

turing 10243, 5123 and 2563 cells. To obtain the profiles, the

samples from all wall-parallel slices were averaged for each

timestep. The display of the profile in viscous wall units al-

lows for better analysis of the near-wall resolution. The first

viscous wall unit is visualized by the vertical-dashed line. The

resolution during the simulation changes due to the interaction

of decay of the initial vortex and the generation of additional

turbulence at the walls. This can be seen by the change of

the friction Reynolds number Reτ , which is given by the max-

imum y+ value of each profile.

The different resolutions begin to exhibit differences for the

kinetic energy from 10s on-wards with the 2563 gird starting

to show deviations. The 5123 grid begins to deviate from the

10243 simulation after about 17.5s. The shear stress profiles

remain very consistent over the grids however for all timesteps.

The overall energy level strongly decreases with time, while the

overall stress values remain at similar magnitude. Despite the

small deviations between the grids, the 10243 grid appears to

be the best reference due to the most cells available below the

first viscous wall unit.
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INTRODUCTION

Two-dimensional incompressible ideal hydrodynamics is a

fundamental model for studying various physical phenomena,

such as atmospheric and oceanic dynamics. The equations of

motion of such a fluid are the Euler equations. A primary fea-

ture of this model is that it possesses an infinite dimensional

Hamiltonian structure, with an infinitely many conservation

laws. Those are responsible for the characteristic formation

of persistent large coherent structures, emerging after a tran-

sient, fine-scale turbulent stage. A quantitative description

of this phenomenon was given by Kraichnan [1], in terms of

the double cascade scaling: the energy concentrates at large

scales, whereas the enstrophy (the L2 norm of the vorticity)

is dominated by small scales.

When the energy spectrum extends over several orders of

magnitudes, as is the case for geophysical flows, resolving

all scales of motion is not feasible and a suitable reduced-

order model is required. The applicability of traditional

eddy-viscosity models, developed for 3D turbulence, is ques-

tionable for two-dimensional dynamics since a significant part

of the energy flows from unresolved scales toward larger scales.

An intrinsically dissipative model would not account for such

physical mechanisms. Furthermore, the choice of the cut-off

filter width is, to some extent, arbitrary and often pragmat-

ically related to a practical balance between modelling error

and computational cost.

In this contribution we will show that there exists an in-

trinsic canonical splitting of Euler’s equations by which one

arrives at a novel set of equations for the resolved and the

unresolved scales. The former can be simulated once a closure

model is specified. The canonical splitting consists in dividing

the vorticity field in two orthogonal components: one which

commutes with the stream function and one which is its L2

orthogonal complement. The splitting is remarkable in several

ways:

� it is defined solely via the Poisson bracket and the Hamil-

tonian,

� without imposition it yields a separation of scales, en-

abling the dynamics behind Kraichnan’s qualitative de-

scription,

� it accounts for the “broken line” in the power law for

the energy spectrum (observed in both experiments and

numerical simulations)[6].

The splitting originates from Zeitlin’s truncated model of Eu-

ler’s equations [4] in combination with the spectral decom-

position of Hermitian matrices [3]. In addition to theoretical

insight, we show how the scale separation dynamics can be

used for stochastic model reduction, where small scales are

modelled by a suitable multiplicative noise process.

CANONICAL SPLITTING

The Euler equations for a two-dimensional ideal fluid can

be expressed in terms of the vorticity scalar field ω defined as

the curl of the velocity field, projected onto the normal vector

of the domain. To fix the ideas, let us take as domain the

unitary 2-sphere embedded in R3. The equations of motion

are

ω̇ = {ψ, ω}, ∆ψ = ω, (1)

where ψ is the stream function, ∆ is the Laplace-Beltrami

operator and the bracket is defined as {ψ, ω}(x) = x · (∇ψ ×
∇ω). For simplicity, we introduce the canonical splitting of

the vorticity field only for the Euler-Zeitlin equations [4]. Let

W ∈ su(N)1 the vorticity matrix

Ẇ = [P,W ], ∆NP = W, (2)

where P ∈ su(N) is the stream matrix, ∆N is a suitable

discrete Laplacian and the bracket is the usual matrix com-

mutator. The canonical splitting of the vorticity matrix

W = Ws +Wr (3)

is obtained by defining Ws to be the part of W that commutes

with the stream matrix P , i.e., [Ws, P ] = 0. This can be

formulated as the orthogonal projection of W onto

StabP = {A ∈ su(N) | [A,P ] = 0}. (4)

If P is generic, so all its eigenvalues are distinct, Ws is obtained

via the spectral decomposition: first find E ∈ SU(N)2 which

1We recall su(N) is the space of N×N skew-Hermitian matrices
with zero trace.

2We recall that SU(N) is the space of N ×N unitary matrices
with determinant 1.



diagonalizes P , i.e., E†PE = Λ, then set ΠP : su(N)→ StabP

as

Ws := ΠP (W ) = Ediag(E†WE)E†.

Then Ws and Wr satisfy the following system of equations

Ẇs = [B,Ws]−ΠP [B,Wr]

Ẇr = −[B,Ws] + ΠP [B,Wr] + [P,Wr],
(5)

where P = ∆−1
N (Ws + Wr) and B is the unique solution in

Stab⊥P to

[B,P ] = Π⊥P ∆−1
N [P,Wr]. (6)

We observe that the first of equations (5) can be interpreted as

an evolution equation for the resolved scales, Ws, where a clo-

sure model is required to approximate the sub-scale dynamics

of Wr.

EVIDENCES OF SCALE SEPARATION

Energy and enstrophy splitting

Let us now study how energy and enstrophy relate to the

canonical splitting (3). Since Tr(PWr) = 0, the energy, cor-

responding to the energy norm, fulfils

H(W ) =
1

2
Tr

(
Ws∆−1

N (Ws +Wr)
)

=
1

2
Tr(Ws∆−1

N Ws)−
1

2
Tr(Wr∆−1

N Wr).

Yet, the enstrophy, corresponding to the enstrophy norm, ful-

fils

E(W ) = −Tr(W 2
s )− Tr(W 2

r ).

This gives the interesting relations

H(W ) = H(Ws)−H(Wr)

E(W ) = E(Ws) + E(Wr).
(7)

Notice that H(Ws) is always larger than H(W ) and that the

energy of Ws and Wr have to increase or decrease at the same

rate, see Figure 1. On the other hand, if the enstrophy of Ws

decreases with a rate then the enstrophy of Wr must increase

with the same rate, see Figure 2. . The canonical splitting

thus coheres with Kraichnan’s [1] description of an inverse

energy cascade and a forward enstrophy cascade, as shown in

Figure 1 and 2.

Stochastic model reduction

Here we investigate to what extent equations (5) are suit-

able for a stochastic model reduction of the Euler equations.

In particular, numerical evidence shows that for long times

the field Wr can be approximately modelled as white noise.

This is reflected in the l−1 scaling of the energy spectrum of

Wr. On the other hand, we expect that the dynamics of Ws

in this limit is approximately a SALT equation [5].

In the limit for long-times, the field B in equations (5) is

well approximated by the orthogonal projection Π⊥P (∆−1Ws):

Ẇs ≈ [Π⊥P (∆−1Ws),Ws]−ΠP [Π⊥P (∆−1Ws),Wr]. (8)

Furthermore, since ∆−1Wr in the long-time limit becomes

small, we have that ∆−1Ws ≈ P , hence the second term in (8)

ΠP [∆−1Ws,Wr] ≈ 0. Under this approximation, equations

(8) can be modelled with a suitable transport noise such that

Ws satisfies a SALT-type equation. The stochastic equation

will then be of the form

dWs = [∆−1Wsdt+ Zi ◦ dBi
t,Ws], (9)

where Zi are Proper-Orthogonal-Decomposition modes gen-

erated from the acquired data. In order to assess the quality

of the proposed model, we will present flow statistics of the

model compared to those obtained by the fully resolved flow

dynamics.

0

H0

Hs

Hr

Figure 1: Time-series of energy for the three vorticity fields

W,Ws,Wr for a long-time simulation of equations (2) for N =

501.

0

E0

Es

Er

Figure 2: Time-series of enstrophy for the three vorticity fields

W,Ws,Wr for a long-time simulation of equations (2) for N =

501.
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INTRODUCTION

Vortex methods [1, 2] are a type of particle methods in

which the vorticity is discretized on numerical particles follow-

ing the fluid dynamics. In this work, we use a semi-Lagrangian

approach where particles are repositioned on a fixed mesh after

being transported. This “hybridization” through remeshing

allows for the use of Eulerian methods in an initially La-

grangian algorithm. This kind of approach has so positive

features : they are less dispersive and less diffusive and do not

require a CFL condition constraining the advection time step

to the grid size.

This method has proved to be efficient for a number of lam-

inar and highly transitional flows [2], illustrating the flexibility

provided by the optimal coupling between Lagrangian and Eu-

lerian schemes. However, this method has been mainly used

for DNS technique until now. According to the features cited

above (especially the low diffusivity property), the present ap-

proach represents a legitimate candidate to perform large eddy

simulations with the introduction of a subgrid-scale viscosity.

Following the pioneer, but very few, works on turbulent

models for vortex methods [3, 4] and semi-Lagrangian vortex

methods [5] in the context of large eddy simulations (LES),

the present study investigates and compares different closure

models.

REMESHED VORTEX METHODS

Vortex methods are Lagrangian methods. They are based

on the vorticity(ω)-velocity(u) formulation of the incompress-

ible Navier-Stokes equations:

∂tω + (u · ∇)ω − (ω · ∇)u =
1

Re
∆ω ; ∆u = −∇× ω, (1)

where ω := ∇ × u and where (u · ∇)ω and (ω · ∇)u denote

respectively the advection and stretching terms. The Poisson

equation ∆u = −∇× ω allows to recover the velocity field u

from the vorticity field ω. The vorticity field is discretized on

a set of numerical particles with position xp and the resolu-

tion of the governing equations is based on a fractional step

algorithm. One time step of such algorithm is decomposed

as follows: first the particles, carrying the vorticity field, are

convected in a Lagrangian way :{
∂txp = u(xp(t), t)

∂tωp = 0
(2)

Then, in order to avoid the vorticity field distortion, the

vorticity ωp carried by each particle p is distributed on the

neighboring points of an underlying Cartesian mesh. This

step, called the ”remeshing” is performed as follows:

ωi(x) =
∑
p

ωp(x)Λ

(
xp − xi

∆x

)
(3)

where the remeshing kernel Λ is a piecewise polynomial with

compact support. At this stage, the whole vorticity field has

been redistributed on the mesh and the stretching equation,

the diffusion equation and the Poisson equation are finally

solved on the grid using Eulerian schemes.

The present remeshed vortex method (RVM) is therefore

based on a semi-Lagrangian approach which is characterized

by the use of both Lagrangian vortex methods and Eulerian

methods to solve the Navier-Stokes equations (1).

TURBULENCE MODELING

In order to perform large eddy simulations in the context

of RVM, we write the filtered Navier-Stokes equations in their

velocity-vorticity formulation:

∂ω

∂t
+∇ · (ω ⊗ u− u⊗ ω) = ν∆u−∇ ·R (4)

where the subgrid scale vorticity stress to be modeled is ex-

pressed as:

R = ω ⊗ u− ω ⊗ u− u⊗ ω + u⊗ ω (5)

Subgrid scale models A first approach to model R in the

vorticity-velocity formulation is to take the curl of ∇ · τSGS

where τSGS denotes the usual form of the subgrid scale stress

tensor in velocity-pressure formulation. This finally gives:

RSGS = νSGS(∇ω −∇ωT ) (6)

We note that the tensor RSGS is anti-symmetric, as is the

tensor R to be modelled. Another model used in [5] is:

RSGS = νSGS(∇ω +∇ωT ) (7)

where RSGS is here symmetric.

Finally, following [6] and [5], we explore a third model. Let

f be some resolved field, we define, in Fourier space, the largest

resolved scales of f̄ by

f̂(k) = Ĝ(k)f(k) (8)



where Ĝ is some test filter, and the small resolved scales fS
by

fS = f − f̂ (9)

One therefore defines the third model by taking the smallest

resolved scales of the vorticity field such that

RSGS = νSGS(∇ωS + (∇ωS)
T ) (10)

We will refer to model (6) as the ”anti-symmetric” model,

model (7) as the ”symmetric” model and model (10) as the

”small” model.

Subgrid-scale viscosity We chose the classical Smagorinsky

model for the subgrid-scale viscosity νSGS :

νSGS = (C∆)2|S| (11)

where C is a coefficient to be chosen, ∆ taken to be equal to

the grid size, S = 1
2
(∇u+ (∇u)T ) and |S| =

√
2SijSij is the

magnitude of S.

NUMERICAL EXPERIMENTS

We tested the models presented above for the Taylor Green

Vortex (TGV) test case at Re = 5000, which is a well suited

benchmark to study transition to turbulence and the progres-

sive formation of small scales. The simulations are performed

in a periodic cubic box of side length L = 2π.

A posteriori tests In a first approach, we apply our LES

models to the TGV simulation at a coarse resolution of 963

(the grid filtering is applied implicitly through the grid dis-

cretization). In figure 1, the time evolution of kinetic energy

dissipation is represented. First of all, we note that all the

proposed model improve greatly the performance of the simu-

lation when compared to a no-model simulation, too coarse to

represent accurately the energy in the smallest scales. We fur-

ther note that the anti-symmetric model (6) is less dissipative

than the symmetric one (7) although we obtain similar perfor-

mance with the symmetric ”small” model (10) by filtering the

smallest scales of the resolved vorticity field. We also compare

our results to the solution obtained in [7] through a Smagorin-

sky model and based on a high order finite-differences solver.

We obtain similar trend and find our approach to be less dis-

sipative for the three considered models.

A priori tests In the perspective of a model specifically

derived for the present method, we are interested to know

the relative importance played by the convection and the

stretching respectively in the development of small scales in

turbulence; to that end, we divide R in two parts:

RC = ω ⊗ u− ω ⊗ u RS = u⊗ ω + u⊗ ω (12)

where RC reflects the vorticity transport by subfilter scale

(SFS) velocity fluctuations and RS represents the SFS vortex

stretching due to the unresolved motion. This work will

therefore present a priori tests (realized by using a test

filter to evaluate R (eq. 5)) in order to quantify the relative

importance of RC with respect to RS when varying the

Reynolds number.

In addition to the Taylor-Green test case, we will also

present applications of the present approach to other test cases
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Figure 1: TGV at Re = 5000. Time history of kinetic energy

dissipation; reference curve (yellow) refers to [7].

such as homogeneous isotropic turbulence (HIT). Computa-

tional issues will also be discussed.
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INTRODUCTION

The large-eddy simulations (LES) are increasingly often ap-

plied to turbulent flows with particles or droplets. One of the

general questions refers to the impact of LES smoothing on the

dispersed phase. A considerable body of evidence has been

gathered over the years concerning the droplet preferential

concentration, the mean settling velocity in the gravity field,

and the collision statistics [1, 2, 3]. In particular, for the statis-

tical quantities that involve particle collective effects (another

example is droplet evaporation or fuel particle devolatilisa-

tion at larger volume loadings of the dispersed phase), the

one-point models of the functional type (such as stochastic La-

grangian closures for the fluid velocity seen by particles, see,

e.g. [4]) are inadequate and some reconstruction of the sub-

grid scale (SGS) fluid velocity field is sought for (as an input

to the particle equation of motion). One-point closures prove

sufficient for the long term turbulent dispersion, but two-point

models are necessary to correctly predict relative dispersion.

The structural-type models provide two- and multi-point

statistics; the word “structural” simply means that the whole

field (or a dynamically relevant part of it) is somehow recon-

structed or mimicked in a simplified manner. Several pro-

posals for such closures in the point-particle approximation

have been put forward, including the kinematic simulations

[5, 6], approximate deconvolution [7], fractal interpolation

[8, 9], spectral enrichment [10], and hybrid variants of those.

They are partly successful, depending on the droplet inertia

quantified by the Stokes number St. In the following, model-

ing proposals to account of the SGS flow effects on particles

is referred to as “the SGS particle models” for brevity.

A prospective candidate to be put forward should prefer-

ably be autonomous, i.e. based on the resolved LES quantities

only (like the dynamic Germano model). Another non-trivial

criterion for the assessment of the SGS particle models is

computational complexity: any viable proposal has to be con-

siderably less expensive than the full DNS.

In the present contribution, we attempt to tackle the issue

of structural SGS particle closures, in particular through con-

sidering an interesting and physically-motivated model based

on the multifractality (MF) concept of the enstrophy cascade

in a turbulent flow [11]. The MF concepts used there serve

to derive the closure for the SGS tensor in single-phase flow;

however, so far, they have not been applied to conceive an SGS

particle model (it would be cumbersome and computationally

costly due to the Biot-Savart formulae present there).

ASSESSMENT OF STRUCTURAL MODELS: A PRIORI LES

The DNS, LES and a priori LES have already been well

mastered for the pseudo-spectral code we use [3, 12]. As the

departure point for analyses of general turbulent flows, we

have simulated homogeneous isotropic turbulence (HIT) with

a large-scale forcing. In a companion paper [12] results are re-

ported from a particle-laden HIT where small droplets, other-

wise treated as point-particles, were allowed to collide. There,

a priori LES was studied with the spectral cutoff of the highest

wavenumbers. The SGS field was taken from the high-pass fil-

tered DNS data as frozen or evolving in time. This allowed us

to estimate the role of time variability of this field. Then, we

supplemented a priori LES with kinematic simulations (KS,

either frozen or time-dependent). As an important statistic,

we have computed the increase of the mean droplet settling ve-

locity w.r.t. the droplet terminal velocity in DNS. The results

clearly indicate that frozen SGS fields are inadequate. The use

of evolving SGS velocity (”semi-frozen”) improves the results,

depending on St. We also determined the two-point statistics

relevant for droplet collisions: the radial distribution function

(RDF, a measure of particle concentration non-uniformity)

and the radial relative velocity (RRV). Both are computed

at contact (nearly touching droplets). Concerning the impact

of the SGS time variability, the results are basically in line

with those for the settling velocity.

The present work is meant to provide hints for conceiving

new SGS particle models, beyond the KS reported in [12]. De-

tailed flow and dispersed phase data (DNS together with the

Lagrangian particle tracking) are essential for the development

of an SGS particle model, the parameter space including Rλ,

St and Fr (for gravity-affected cases). Along with the DNS,

a priori LES have been performed as well as a posteriori (true)

LES with the spectral eddy diffusivity.

RESULTS: SGS ENSTROPHY

The experimental and DNS evidence has shown that the

small-scale turbulence is dominated by vortical structures and

the velocity gradients are strongly non-Gaussian. A relevant

measure of this flow aspect is the enstrophy Ω = |ω|2 where

ω = ∇×u is the vorticity. Given that the solid particles of low

inertia (small St) are strongly sensitive to the small-scale eddy

structures, we argue that the SGS enstrophy field is a useful

quantity to assess structural models for LES. From among

various proposals we have chosen the multifractal model and

the kinematic simulations. The former is of particular interest



as it explictly reconstructs the cascades of vorticity magnitude

and orientation out of locally available large-scale data.

In the DNS of HIT at Rλ = 107 on 2563 grid we have

computed the velocity field u∆ as the difference of two low-

pass filtered fields at the scale ∆ and 2∆, respectively (∆

is the LES mesh size). The MF model input is an assumed

PDF of a fractal multiplier needed to construct the vorticity

magnitude values at each subsequent refinement level N [11].

In this work, we begin from the LES mesh of 643 down to

the DNS mesh of 2563 (here, N = 2). This means that the

vorticity data at each LES cell serve to construct the vorticity

within 23N fine-scale DNS cells. The SGS enstrophy Qsgs that

needs to be distributed over the fine-scale (DNS-size) cells is

the control parameter of the MF model. It is determined as

proportional to Q∆ = |∇ × u∆|2.
Figure 1 shows snapshots of: (i) the SGS enstrophy (pre-

cisely: the vorticity magnitude ωsgs) computed using the

pseudospectral DNS code and high-pass velocity filtering and

(ii) the SGS vorticity magnitude reconstructed from the MF

cascade. The positive observation is that the MF model acts

locally (through u∆) and this is confirmed by the maxima and

minima approximately coinciding in both panels of Fig. 1. The

negative message is that the spatial structures of the two fields

are very much different. This fact from the naked-eye obser-

vation of the color maps is subsequently confirmed by results

in Fig. 2 which can be more precisely interpreted.

Figure 1: Subfilter vorticity magnitude in forced isotropic

turbulence: a) computed in DNS, b) reconstructed from mul-

tifractal enstrophy cascade. Both quantities are normalised

by the respective domain-averaged values of |ωsgs|.

Figure 2 shows sample profiles of vorticity magnitudes (nor-

malised by their respective domain-averaged mean value), in-

cluding those for KS as well. It is noticed that the spatial

correlation of the MF-generated profile will be of much shorter

range than the one resulting from the filtered DNS; also the

variability of the enstrophy is way too strong; this may be fur-

ther corroborated by the discrepancy in the PDFs of enstrophy

in the computational domain (not shown).

CONCLUSION

In this paper, we have briefly recalled the issue of SGS par-

ticle models. Then, we focused on a priori LES to gain insights

in the SGS enstrophy (or magnitude of vorticity) as this quan-

tity plays a vital role in the subfilter dynamics of low inertia

particles (the most problematic ones for all structural mod-

els proposed to date). We have extracted the SGS enstrophy

from the DNS of forced isotropic turbulence using high-pass

spectral filtering. To assess the viability of the multifractal

Figure 2: Subfilter vorticity magnitude in forced isotropic

turbulence computed in DNS (solid line) on a 2563 mesh,

reconstructed from filtered DNS data on 643 mesh using a

two-level (N = 2) multifractal enstrophy cascade (dashed),

and reconstructed from the kinematic simulation (thin line).

model [11] for dispersed flows, we reconstructed the SGS en-

strophy using the multifractal cascade of vorticity magnitude.

It reveals that the two SGS fields (high-pass DNS and the MF

model) considerably differ, which is rather discouraging as far

as the use of MF procedure to feed the SGS particle model

is considered. The methodology is now being applied to as-

sess other structural models in the same way, in particular the

kinematic simulations and fractal interpolation.
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INTRODUCTION

In Large Eddy Simulations (LES), the effects of the unre-

solved scales are modelled using Sub-Grid Scale (SGS) models.

Many models have been proposed over the years with varying

accuracy, but further work is necessary to develop a near-

ideal SGS model[1]. The development of such advanced SGS

models requires better understanding of the array of complex

processes that occur at the smallest scales of motion. On the

other hand, Direct Numerical Simulation (DNS) fully resolves

all scales of motion and result in an exact solution. Due to its

high computational requirement, a DNS is currently restricted

to smaller and simpler problems. However, DNS has been used

in the past to understand the behaviour of the smallest scales

turbulence with the help of forced Homogeneous Isotropic Tur-

bulence (HIT) simulations[2, 3, 4]. Here, the effects of the

large scales are replicated by applying a specifically designed

forcing function[4, 5, 6] to the largest scales of a periodic box,

thereby inducing HIT. By the Kolmogorov isotropy hypoth-

esis, HIT is a good representation of the smallest scales of

turbulence.

In this study, we propose the use of Periodic Box (PB)

HIT simulation to represent the unresolved small scales of a

Large Eddy Simulation and thus assume the role of the SGS

model. This would allow for fully resolved SGS turbulence

with the accuracy only limited by that of the communication

from the LES to the PB HIT. Such a method would be in-

valuable in testing and developing the next generation of SGS

models. Additionally, the flexibility of this model would al-

low it to resolve the smallest scales selectively at regions of

high turbulence. It can also be invaluable in understanding

and modelling the effect of turbulence in complex small scale

processes such as particle laden flows and crystallization.

As a proof of concept, a one-way coupling is used here to

communicate the properties of the local flow from the LES

to the PB HIT. The LES simulates a Homogeneous Isotropic

Turbulence (HIT) scenario in order to avoid the effects of

anisotropy near walls. A 1283 domain was used, which cor-

responds to a minimum wavenumber of kLES
min = 0.5 kDNS

min ,

leading to a nearly fully resolved simulation. The turbulent

forcing scheme used and the simulation conditions are similar

to those used by Siddhartha et al.[2]. In these ideal condi-

tions, the local characteristic strain rate can be assumed to

be representative of the effects of large scales of LES on the

smallest. Additionally, this being the same assumption used in

the static Smagorinsky model makes direct comparisons eas-

ier. Therefore, the characteristic strain rate at the smallest

scales of the LES is matched with that at the largest usable

scales of the PB HIT using a virtual controller that controls

the power input to the periodic box. In order to avoid any

direct effects of the SGS model on the PB HIT, the strain

rate matching can also be performed at larger wavenumbers,

in this study k = 0.25 kDNS
min is tested. This requires the fil-

tering of the smallest scale of the LES, which removes a large

portion of the inaccuracies from the SGS model.

RESULTS AND DISCUSSION

The turbulence spectra for the LES and the PB HIT are

plotted together in figure 1. The results were compared with

an exact DNS solution obtained from the work by Siddhartha

et. al.[2]. The LES covers the large scales and the PB HIT

covers the smallest scales of the turbulence spectrum. It can

be observed that the PB HIT spectrum forms a continuous ex-

tension to the LES spectrum and gives an overall result very

close to the DNS solution. However, the PB HIT spectrum

was found to be affected by the inaccuracies in the smallest

scales of the static Smagorinsky LES simulation. This can be

mitigated by filtering the LES to remove the erroneous scales.

The resultant spectrum (black and purple lines in figure 1)

were found to match exactly with the DNS solution. Addi-

tionally, varying the parameters from the forcing algorithm

(variation in spreading factor C shown here) is seen to con-

trol the integral length scale and aid in tuning the PB HIT to

the LES. This demonstrates the capability of a PB HIT to be

tuned to reflect the particular conditions at the smallest scale

of a well resolved LES simulation.

To evaluate the capability of PB HIT to assume the role

of the SGS model, an a priori test was conducted using an

exact DNS simulation of a standard HIT. The DNS is filtered

(to the same wavenumber as the previous LES) and the fil-

tered strain rate is measured and fed to both PB HIT and

the Smagorinsky model. The effective Smagorinsky constant

was calculated using the measured characteristic stress in the

Smagorinsky model equation. This is then compared with

that calculated from the exact DNS solution. The results ob-

tained are shown in figure 2. The PB HIT was found to predict

the effective Smagorinsky constant accurately and agrees well

with the exact solution. At very high values of strain rate, the

PB HIT diverges due to insufficient resolution to resolve the

increasingly smaller eddies. Therefore, dynamically ensuring

the resolution of the smallest scales in the PB HIT is essential

1
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observed from the PB HIT for varying values of the charac-

teristic strain rate.

The results obtained are analysed from a different perspec-

tive by using a scatter plot to compare the modelled character-

istic stress value to the exact solution from the DNS, as shown

in figure 3. It can be clearly seen that the PB HIT exhibits

better accuracy at all values of stress, and gives near exact so-

lutions at smaller values. In contrast, the Smagorinsky model

is seen to consistently overestimate the characteristic stress.

Up to a |T| value of about 0.5, the PB HIT is seen to exactly

match the full DNS solution. At higher stress values, the PB

HIT results can be seen to increasingly deviate from the ex-

act solution. This can be attributed towards the decreasing

quality of the DNS as the Kolmogorov scale recedes to smaller

and smaller scales. This further reinforces the need to dynam-

ically ensure that the PB HIT is resolving the smallest scales

of motion.

CONCLUSIONS

The above results demonstrate that a periodic box DNS

simulation can be tuned to the local conditions of an LES

and act as the SGS model. When compared with the constant

Smagorinsky model, while working with the same assumptions

and restrictions, the PB HIT is seen to be considerably more
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Figure 3: Scatter plot of the exact characteristic stress from

DNS vs that modelled using PB HIT and smagorinsky model

accurate when compared with the exact solution. A priori

tests also show that the PB HIT is able to model the varia-

tion in the effective Smagorinsky constant accurately, provided

that it can resolve the smallest scales of turbulence. Therefore,

this work demonstrates the potential of PB HIT to take the

role of the SGS model. Future work includes the development

of a fully coupled LES - PB HIT model to study this tech-

nique in practice. The model can also be extended to match

the instantaneous anisotropies in small scale turbulence and

extend the model beyond the ideal conditions used here.

REFERENCES

[1]Moser, Robert & Haering, Sigfried & Yalla, Gopal. (2021). Sta-

tistical Properties of Subgrid-Scale Turbulence Models. Annual

Review of Fluid Mechanics. 53. 10.1146/annurev-fluid-060420-

023735.

[2]Mukherjee, S., Safdari, A., Shardt, O., Kenjeres, S. & Van den

Akker, Harry E.A.. Droplet–turbulence interactions and quasi-

equilibrium dynamics in turbulent emulsions. Journal Of Fluid

Mechanics. 878 pp. 221-276 (2019,11)

[3]Ten Cate, Andreas & van Vliet, Eelco & Derksen, J.J. &

Van den Akker, Harry E.A.. (2006). Application of Spec-

tral Forcing in Lattice-Boltzmann Simulations of Homoge-

neous Turbulence. Computers & Fluids. 35. 1239-1251.

10.1016/j.compfluid.2005.06.001.

[4]Bos, W., Laadhari, F. & Agoua, W. Linearly forced isotropic tur-

bulence at low Reynolds numbers. Phys. Rev. E. 102, 033105

(2020,9), https://link.aps.org/doi/10.1103/PhysRevE.102.033105

[5]Alvelius, K. Random forcing of three-dimensional homoge-

neous turbulence. Physics Of Fluids. 11, 1880-1889 (1999),

http://ojps.aip.org/phf/phfcpyrts.html

[6]Janin, J., Duval, F., Friess, C. & Sagaut, P. A new linear

forcing method for isotropic turbulence with controlled integral

length scale. Cite As: Phys. Fluids. 33 pp. 45127 (2021),

https://doi.org/10.1063/5.0045818

2



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Session: Compressible flow 
 

Thursday, October 27, 2022 
 

11:20 – 12:50 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 



WORKSHOP

Direct and Large-Eddy Simulation 13

October 26th-29th 2022, Udine, Italy

COHERENT TURBULENT STRESSES IN TRANSONIC NOZZLE WITH

SHOCK-WAVE/TURBULENT BOUNDARY LAYER INTERACTION

N. Goffart1, B. Tartinville1, C. Hirsch1 and S. Pirozzoli2
1 Cadence Design Systems

Brussels, Belgium
ngoffart@cadence.com

2 Department of Mechanical and Aerospace Engineering
Sapienza University of Rome, Italy

INTRODUCTION

Shock-wave/boundary layer interactions (SWBLI) appear

in many aeronautical applications such as aircraft wings, tur-

bomachinery blades or air intakes for supersonic aircraft. The

need for a better understanding and modeling of this per-

formance limiting phenomenon is motivated by the desire

of a more efficient aviation. High-fidelity simulations allow

to reproduce the complex characteristics of SWBLI and are

therefore suitable to generate data that can be exploited to

derive reduced-order models for lower-fidelity tools.

In this context, this work presents the results of high-order

Implicit Large-Eddy Simulations (ILES) of the transonic flow

over a bump. The flow conditions are chosen such that a

SWBLI occurs and leads to a large separated region on the

lower wall. The data produced are used to study the oscil-

latory component of the turbulent stresses in this region and

will serve as a basis for reduced-order modeling in a future

work. In addition, the impact of a fluctuating outlet pressure,

leading to a forced oscillation of the shock, will be investigated.

This extended abstract is composed of three sections. The

first one describes the methods employed in the high-order

solver used to perform the simulations. The second section

introduces the case under investigation and finally, the method

of analysis is described.

HIGH-ORDER SOLVER

The compressible Navier-Stokes equations are solved using

a high-order solver based on the flux reconstruction approach,

introduced by Huynh [1]. The temporal derivative is eval-

uated using the 5-stages 4th-order low-storage Runge-Kutta

scheme of Carpenter and Kennedy [2].

A particular attention is given to the shock-capturing tech-

nique based on the Laplacian artificial viscosity of Persson and

Peraire [3] in which a modal smoothness-based sensor is used

to activate and compute the amount of artificial viscosity. To

avoid the undesired application of the artificial viscosity in the

boundary layer, which would damp the turbulence, the orig-

inal shock-capturing technique is combined with the Ducros

sensor [4].

The generation of turbulent inflow conditions is performed

with the digital filtering technique. The initial 3D imple-

mentation of Klein et al. [5] has been modified according to

Xie and Castro [6] and compressible fluctuations for density

and temperature are introduced based on the Strong Reynolds

Analogy and the hypothesis of negligible pressure fluctuations

[7].

The solver capabilities have been assessed on transitional

and turbulent turbomachinery flows [8] and the particular

features described above have been validated by the authors

in a previous work on an oblique shock-wave/boundary layer

interaction [9].

TRANSONIC BUMP CASE

The configuration under investigation comes from an ex-

periment led by Bron [10] in which a 2D bump is placed on

the lower wall of a transonic wind tunnel. The experimental

facility allows to generate downstream pressure perturbations

with a frequency up to 500 Hz to study the effects of forced

oscillation of the flow. This setup is particularly relevant since

it reproduces the SWBLI that can occur on the suction side

of turbomachinery blades. Moreover, the imposition of a fluc-

tuating back pressure mimics the effects of the presence of a

rotating downstream row.

While numerous operating points have been performed in

the experiment, only two flow conditions will be considered

here. Both are defined by pt,in = 160 kPa, Tt,in = 303 K and

ps,out = 106 kPa such that the nozzle is completely choked as

it can be seen in figure 1.

Figure 1: Mach number contours from a 2D RANS simulation.

The first case deals with the natural oscillation of the shock,

whereas in the second case a fluctuating outlet pressure is

imposed to highlight the effects of the forced motion.
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To the authors’ knowledge, this is the first analysis of an

high-order ILES in this configuration including the forced os-

cillation of the shock-wave. Previous works are the LES of

Wollblad et al. [11] and the DNS (at slightly different condi-

tions) of Brouwer [12] for the case without fluctuating outlet

pressure. Note that in all cases, the Reynolds number has been

adapted to decrease the computational cost of the simulation.

ANALYSIS

The objective of this work is to study and model the os-

cillatory component of the turbulent stresses due to a shock-

wave/boundary layer interaction. The simulation of the two

different operating points will assess the influence of the nat-

ural and the forced oscillation of the shock-wave on the tur-

bulence in the separated region.

The triple decomposition of Reynolds and Hussain [13] is

adopted, stating that any flow quantity q can be expressed

as the sum of a mean component q̄, an oscillatory component

(also called coherent motion) q̃ and a component correspond-

ing to the turbulent motion (or incoherent motion) q′′. This

can be applied to the turbulent stresses, leading to

u′′
i u

′′
j = u′′

i u
′′
j + ũ′′

i u
′′
j +

(
u′′
i u

′′
j

)′′
, (1)

and the attention is focused on the oscillatory component

ũ′′
i u

′′
j . Note that this decomposition is suitable for shock-

wave/boundary layer interactions as there is a clear separation

of time scales between the coherent and incoherent motions.

Typically, the frequency associated to the natural motion of

the shock-wave is two orders of magnitude lower than the char-

acteristic frequency of the upstream boundary layer. More-

over, the frequency of the forced outlet disturbance is also low

compared to the one of the upstream boundary layer.

Another point worth commenting is the way the coherent

motion is extracted from the flow. Whereas it is typically

obtained through phase-averaging, this cannot be applied in

the context of SWBLI. Indeed, the low-frequency motion of

the shock-wave is not harmonic but broadband in nature. To

circumvent this problem, the conditional averaging is used

instead. Conditional refers to the fact that the averaging pro-

cess is performed according to a certain condition which will

be here the position of the shock. This technique has been

successfully applied to oblique shock-wave/boundary layer in-

teractions, for example in Touber [7].
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INTRODUCTION

High-Reynolds compressible flows over complex geometries

represent a real challenge for contemporary engineering. Fully

resolved Direct Numerical Simulations (DNS) are still not

feasible in realistic contexts and, therefore, accurate turbu-

lence models are required. In this scenario, Large Eddy

Simulation (LES) represents a superior approach compared

to more standard Reynolds Averaged Navier-Stokes (RANS)

strategies since the dynamics of the energy-dominant and

flow-dependent large eddies are directly resolved on the com-

putational mesh rather than being modelled [1]. However,

even if Wall-Resolved LES (WRLES) can be highly accurate

in predicting such flows when applied to high-Reynolds con-

ditions, they are still too computational demanding due to

the impressive resolution requirements imposed by the pres-

ence of the solid boundary. Thus, the technique does not fit

the industrial needs and, for this reason, Wall-Modelled LES

(WMLES) have taken charge during the last decades [2]. The

approach aims to resolve the most significant flow portions

with standard LES techniques, while a wall-stress model con-

siders the near-wall regions. Compared to other hybrids/zonal

numerical discretisation of the Navier-Stokes system of equa-

tions, the WMLES approach has proven to be more accurate in

capturing near-wall dynamics, which is critical for enhanced

predictions of unsteady problems at any applicative level in

engineering.

In addition, treating complex geometries in a computation-

ally efficient way is not trivial, and one of the most promising

strategies in this path is the Immersed Boundary Method

(IBM). The strategy allows the body surface to cut the com-

putational cells so that a Cartesian mesh can be employed

independently of the geometry complexity. Thus, highly ef-

ficient and massive parallel Cartesian solver can be used for

aerodynamics applications. The problem with IBM lies in the

difficulty of resolving the near-wall regions since the mesh does

not fit the body locally. For this reason, the combination of a

WMLES, that aims at placing the first off-the-wall point as far

as possible, with an IB strategy looks promising, combining

the possibility of dealing with high Reynolds number flows in

a framework that is efficient from a computational point.

The present work proposes an innovative technique that

unifies the IBM with a WMLES approach. The method has

been validated in high-Reynolds canonical flows consisting of

the turbulent channel and a turbulent pipe whose walls have

been modelled using immersed bodies.

GOVERNING EQUATION AND NUMERICAL METHODS

The present study is carried out with URANOS (Unsteady

Robust All-around Navier-Stokes Solver), a fully compressible

Navier-Stokes solver developed at the Industrial Engineering

Department of the University of Padova [3]. The solver deals

with the filtered Navier-Stokes system of equations in a con-

servative formulation which, introducing both the Reynolds

(φ = φ̄ + φ′) and Favre (φ = φ̃ + φ′′, φ̃ = ρφ/ρ̄) decomposi-

tions, reads as:

∂ρ̄

∂t
= −∂ρ̄ũj

∂xj
(1a)

∂ρ̄ũi

∂t
+
∂ρ̄ũiũj

∂xj
= −∂p̄iδij

∂xj
+
∂τ̄ij

∂xj
−
∂TSGSij

∂xj
(1b)

∂ρ̄Ẽ

∂t
+
∂ρ̄ũjẼ

∂xj
= −∂p̄ũj

∂xj
+
∂ũj τ̄ij

∂xj
− ∂J̄j
∂xj

−
∂ESGSj

∂xj
(1c)

The SGS stress tensor, TSGSij = ρuiuj− ρ̄ũiũj , is modelled

via the canonical Boussinesq’s hypothesis evaluating the tur-

bulent viscosity, µSGS through the Wall-Adaptive Large-Eddy

(WALE) viscosity model.

As far as the wall model, the one proposed by [2] is em-

ployed so that the wall shear-stress value, τw,wm, and the

wall heat flux, qw,wm, are fed as boundary conditions for

the external flow according to the procedure proposed by [4].

The latter locally augments the SGS viscosity and diffusiv-

ity in such a way that the resolved velocity and temperature

gradients, (du/dy)LES and (dT/dy)LES), are corrected by a

factor that provides the proper τw,wm and qw,wm at the wall.

Combined with a wall-turbulent consistent SGS model, such

a strategy automatically recovers a classical WR setup if the

near-wall resolution and dynamics allow it. The process fits

the IB approach by locally modifying the turbulent param-

eters near the immersed surfaces. Concerning IBM, the one

proposed by [3] is used.

RESULTS

IB turbulent channel flow

As a first test, a low-Mach channel flow simulation is car-

ried out. In particular, the bulk Mach number, Mb = ub/cw,

is set equal to 0.1 and the friction Reynolds number, Reτ =

ρwuτh/µw, is enforce to 5200. Figure 1 shows some snap-

shots of the instantaneous velocity field inside the channel

1



from which it can be observed how the upper and lower por-

tions of the domain are modelled by immersed blocks.

Figure 1: Representation of the domain of the turbulent chan-

nel flow, with the solid IBM entities clearly visible at the top

and bottom.

The computation is carried out in a tridimensional box with

size Lx×Ly×Lz = 2πh×2h×πh along the x, y and z coordi-

nates, respectively, h being the channel half-height. A uniform

mesh spacing is applied in all the three Cartesian directions.

Two different near-wall resolutions are tested to address any

mesh-related effect. Thus, Figure 2 reports the results of the

computation. In particular, Figure 2a show the mean scaled

velocity profiles, u+ = ũ/uτ , while Figure 2b reports the den-

sity scaled Reynolds stress components, τ+ij = ρ̄ũ
′′
i u

′′
j /τw, as

a function of the internal wall distance, y+ = yReτ . The

first off-the-wall point is placed at y+w = {40, 200}T , respec-

tively. Overall, the results well agree with DNS references

by [5], showing minor discrepancies on the log-layer region

of the mean velocity profiles. The issue is well known under

the name of log-layer mismatch and is already the subject of

several investigations in the literature (see, e.g., [2]).
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Figure 2: Mean streamwise velocity profiles, u+ = ũ/uτ , and

density scaled Reynolds stress components τ+ij = ρ̄ũ′′i u
′′
j /τw

as a function of the inner scaled wall distance, y+ = yReτ ,

for channel flow cases at Mb = 0.1 and Reτ = 5200. Present

results are compared with DNS data by [5].

IB turbulent pipe

In order to validate the current approach in a non-

conformal geometrical arrangement, a fully developed tur-

bulent flow through a circular pipe is here considered. The

computational domain is made up of a rectangular box of

dimensions 3R × 3R × 2πR being R the pipe radius and is

discretized with a uniform grid in all directions. The grid

spacing needed to account for the curvature of the wall; thus,

the constantly changing wall-normal direction, which means

that depending on the position in the domain radial grid res-

olution varied considerably. z-faces are made periodic, while

no particular boundary conditions are required on the x and

y-faces of the domain, as these are not adjacent to the flow. As

in channel flow, IBM walls are modelled as no-slip and isother-

mal enforcing the wall-shear stress and heat flux according to

the WMLES procedure. Figure 3 reports a snapshot of the ax-

ial instantaneous velocity field for a Pipe flow with a nominal

Reτ of 6000 and a bulk Mach number equal to 0.1, probing

the effectiveness of the approach even in a non-conformal ge-

ometrical configuration

Figure 3: Instantaneous axial velocity field for the

IBM+WMLES pipe flow.
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WAVELET-BASED ADAPTIVE LES

Fully-developed turbulent flows are characterized by the

existence of intermittent coherent energetic eddies with a sig-

nificant small scale component. Therefore, traditional lowpass

filter-based large-eddy simulation (LES) methods are congen-

itally not able to investigate the multi-resolution features of

coherent structures and intermittency of turbulence. Wavelet-

based adaptive LES (WA-LES) is an extension of the LES

methodology, where wavelet threshold filtering (WTF) is em-

ployed to separate resolved (more energetic) from residual (less

energetic) turbulent flow structures, regardless of their size [1].

The effect of unresolved less energetic coherent structures on

the resolved flow fields is approximated by means of subgrid-

scale (SGS) modeling, with the turbulence resolution of the

numerical solution being dictated by the wavelet threshold

that is used for WTF.

The WA-LES governing equations are numerically solved

by means of the anisotropic adaptive wavelet collocation

(AWC) method [2], where the wavelet compression represents

an integral part of the numerical algorithm such that the so-

lution is obtained with an optimal number of grid points for

a given level of accuracy. By separating the computational

and the physical spaces, while introducing a suitable mapping

between them, the structured rectilinear assembly of wavelet

collocation points in the computational space can be retained,

which allows the use of computationally efficient discrete adap-

tive wavelet transforms and derivative approximations, while

the use of anisotropic curvilinear meshes for complex geome-

tries is permitted.

COMPRESSIBLE FORMULATION

WA-LES has been recently extended for compressible flows,

where the governing equations are expressed in terms of

wavelet-based density-weighted Favre-filtered variables [3]. In

this work, the compressible WA-LES approach is presented

and discussed with a particular focus on wall-bounded turbu-

lent flows, where different closure procedures are tested. The

performance of the method is assessed by conducting adap-

tive numerical simulations of fully-developed compressible flow

in a plane channel with isothermal walls, which represents a

well-established benchmark case for wall-bounded compress-

ible turbulent flows [4].

The governing equations for compressible WA-LES, which

are not reported here for brevity, can be formally obtained

from classical Favre-filtered LES equations by replacing the

spatial low-pass filter with WTF. Here, the unclosed terms in

the governing equations are approximated by using two differ-

ent SGS models that were originally introduced for traditional

LES, namely, the anisotropic minimum dissipation (AMD)

model by Rozema et al. [5] and the dynamic k-equation model

by Chai and Mahesh [6]. The AMD model, which has been

further developed for compressible WA-LES by De Stefano

et al. [3], seeks to approximate the least eddy-viscosity and

eddy-diffusivity model coefficients necessary to prevent the

formation of flow structures smaller than the mesh size, while

imposing the balance of production and dissipation of SGS

energy at the local grid scale.

Differently, the localized dynamic kinetic-energy model

(LDKM), which extends the original formulation for incom-

pressible WA-LES [7], is based on the explicit solution of the

additional transport equation for the SGS turbulent kinetic-

energy, which is formally derived. The various residual terms

appearing in the wavelet-filtered governing equations are indi-

vidually modeled by means of either Germano-like or Bardina-

like dynamic procedures. This way, differently from other SGS

modeling approaches involving the use of a priori prescribed

model coefficients, the LDKM approach leads to a self-closed

procedure. However, it is worth noting that LDKM has higher

computational cost in both memory and complexity than the

AMD model.

APPLICATION TO CHANNEL FLOW

To demonstrate the method, compressible WA-LES is ap-

plied for the simulation of isothermal-wall turbulent channel

flow at various Mach and Reynolds numbers. For instance,

the following results correspond to the flow case at Ma = 3

1



and Re = 4880, corresponding to the reference direct numer-

ical simulation (DNS) study of Coleman et al. [4]. Figure 1

shows the adapted spatial grid at two different instants cor-

responding to a time distance of δ/Ubulk, where δ stands for

the half channel height. The instantaneous grids, which are

colored by the normalized temperature field, are depicted for

five equispaced cross-sections of the channel. Apparently, the

dynamic spatial-temporal adaptation of the numerical grid al-

lows for the representation of dominant flow structures, with

the finest grid that is occasionally used in the wall region prac-

tically corresponding to DNS-like resolution.
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Figure 1: Adapted spatial mesh colored by the temperature

field at two different time instants.

The average grid compression that is achieved in this case is

reported in Table 1, along with some mean flow results, which

are the friction Reynolds and Mach numbers, the heat flux

coefficient and the normalized temperature at the center of the

channel. Less than 6% of the potentially available grid points

are actually employed by the various calculations, confirming

the data obtained in the past for incompressible flows. The

results of the statistical analysis, in terms of both mean flow

variables and turbulent fluctuations, were found to be fully

consistent with classical non-adaptive LES simulations [8].

While the good performances of the present solutions, sup-

plied with either LDKM or AMD model, demonstrate that

compressible WA-LES represents a viable alternative to the

Case Compress. Reτ Maτ −Bq Tc/Twall

AMD 95% 458 0.107 0.13 2.69

LDKM 96% 435 0.113 0.13 2.37

LES [8] 0% 450 0.112 0.14 2.67

DNS [4] 0% 451 0.116 0.137 2.49

Table 1: Grid compression and some mean flow results for

channel flow at Ma = 3 and Re = 4880.

traditional LES approaches for wall-bounded attached turbu-

lent flows, in the future, it would be beneficial to study the

ability of the method for different scenarios involving, for in-

stance, complex external flows.
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INTRODUCTION

In order to perform scale-resolving simulations of problems

at industrial scale, the only affordable way forward is wall-

modeled Large-Eddy Simulation (wmLES). These simulations

rely on the assumption that the flow in the near-wall region

only loosely depends on the core flow and can thus be modeled

using universal laws derived for simpler flows, hence drastically

decreasing the grid-point requirements in the boundary layer.

The law of the wall is fitted by Reichardt formula :
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, C ≃ 4.25 and 1/κ ≃ 2.61

according to latest measurements (see also Winckelmans and

Duponcheel [1]). The law of the wall allows to model the

velocity profile in the near-wall region (up to y ≃ 0.12 δ) by

blending the viscous sublayer and the log law. It is often used

to perform wmLES of incompressible or weakly compressible

flows (see, e.g. Frère et al. [2]).

In order to maintain accuracy, the model must be rescaled

when the flow Mach number and thus the compressibility ef-

fects become important. This work proposes a new scaling of

this law to properly take the compressibility effects into ac-

count without significantly increasing the computational cost.

WALL-MODELING STRATEGY

In order to account for the variations of density and viscos-

ity in the boundary layer, it is proposed to use scaled values

of the wall-normal distance y and the velocity component tan-

gent to the wall u at the wall-model injection location in

Reichardt formula to evaluate the wall shear-stress. These

scaled quantities, noted with uppercase letters are computed

as:
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where the subscript “1” is used for the quantities measured

at the location where the wall-model is injected into the LES

and the subscript “w” designates the wall quantities. The

scaling of the wall-normal distance is similar to that proposed

by Trettel and Larsson [3] for the representation of the uni-

versal velocity profiles for compressible flows and it mimics

the non-dimensionalisation in wall-coordinates suggested by

Huang et al. [4] and used in this paper. However, contrary to

these previous works, the scaling here acts on dY/dy instead

of Y/y. The velocity scaling is then obtained by imposing

the same mass flow-rate below the wall-model injection point

for the physical compressible flow and the transformed equiv-

alent incompressible flow; as done in the Howarth-Stewartson

transformation. The integral in Eq. (1) is evaluated using a

trapezoidal rule.

The non-linear equation stemming from the injection of

these transformed values, along with the wall density and vis-

cosity in Reichardt formula is solved for the wall shear-stress

τw, which is then imposed at the wall.

The proposed scaling relies on the wall density and dynamic

viscosity, which can be obtained from the wall temperature,

the assumption of constant pressure across the boundary layer,

the (perfect) gas law and a suitable model for the dynamic

viscosity. However, the wall temperature is unknown for flows

with adiabatic walls; a Crocco-Busemann relation is used in

that case, similarly to Catchirayer et al. [5].

SIMULATION RESULTS

Two cases of compressible turbulent channel flows at Reτ ≃
1000 and with adiabatic walls were studied to validate this

scaled wall-model, differing only by their centerline Mach

number Mc : (1) a highly compressible, yet subsonic case

(Mc = 0.76) and (2) a supersonic case (Mc = 1.5). Wall-

modeled LES were performed for both cases using the scaled

model, as well as using the unscaled incompressible model in

order to measure the obtained improvement in accuracy. The

results of these simulations are compared to reference wall-

resolved LES (wrLES).

All simulations are performed using the Argo code [6],

developed at Cenaero and which implements a high-order Dis-

continuous Galerkin method with Symmetric Interior Penalty

(DG/SIP) method. Third-order interpolation polynomials

(p = 3) are used for all simulations, except in the first off-wall

element for the wmLES, where p = 4 is used, as recommended



by Frère et al. [2]. The flow statistics are accumulated over

roughly 10 turbulent times t+ = h√
τw/ρw

and the Favre-

averaged velocity, noted u, is used.

The velocity profiles in wall-coordinates, i.e. u+ = u
√

ρ
τw

as a function of y+ = y
√
ρτw
µ

are presented in Fig. 1 for the

wrLES and both wmLES.
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Figure 1: Velocity profiles in wall-coordinates for both cases.

Reference wrLES (solid), incompressible wall-model (circles)

and scaled wall-model (squares). Top: subsonic case; bottom:

supersonic case. The vertical dashed line represents the upper

boundary of the near-wall element for the wmLES mesh using

the scaled model.

This figure clearly shows that the unscaled wall-model al-

ready fails to correctly capture the velocity profile in the

subsonic case, and that its accuracy plummets when simu-

lating the supersonic channel flow. On the other hand, the

scaled wall-model shows a good accuracy for both cases.

Error on Qm [%]

Mc = 0.76 Mc = 1.5

No scaling 6.90 14.48

Present scaling 2.19 1.14

Table 1: Error on the mass flow-rate in the channel.

This can also be observed by computing the error on the

mass flow-rate Qm in the channel, as compared to the ref-

erence wrLES, see Table 1. The already higher error in the

subsonic case is more than doubled in the supersonic case when

no scaling of the wall-model is used; whereas the error remains

around 2% with the proposed scaling.

CONCLUSIONS AND PERSPECTIVES

The use of an appropriate scaling of the flow before apply-

ing an algebraic wall-model formula developed for incompress-

ible flows was shown to significantly increase the accuracy of

wmLES of turbulent and adiabatic channel flows in subsonic

and supersonic cases. With the proposed scaling, the error on

the mass flow-rate remains very low (around 2%) when going

from Mc = 0.76 to Mc = 1.5.

The proposed wall-model will be used to perform wmLES

of flows at even higher Mach numbers to investigate the upper

limitations of the scaling. It will then also be used to simulate

more complex flows with non-equilibrium effects and mixing

such as ejector flows.
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In this work we present the results of two turbulent flow

problems part of the Horizon 2020 HiFi-TURB project (GA

814837) suite. The first test case is characterized by a turbu-

lent boundary layer featuring an incipient separation due to

an adverse pressure gradient induced by a smooth backward

facing step, see Figure 1. In this test case, denoted as Adverse

Pressure Gradient (APG), the step height h based Reynolds

number is Reh = 78490 and the freestream Mach number

is Ma = 0.13455. Since specifically designed within the

HiFi-TURB project, see [1], no high-fidelity simulations are

available for the APG test case in the literature. The second

test case is the wing-body junction (WBJ) test case origi-

nally investigated by Devenport & Simpson in [2]. Here, the

computational setup considers the experimental wing thick-

ness based Reynolds number ReT = 115000, the experimental

Mach numberMa = 0.078 and half of the experimental incom-

ing turbulent boundary layer thickness δ99.5 = 0.25T , being

T the wing thickness. Both test cases share the challeng-

ing numerical task of generating a turbulent boundary layer

with specific conditions, e.g., δ99, Reτ , Reθ, etc., to be ver-

ified at particular domain locations. Accordingly, we adopt

a synthetic turbulence injection approach based on the work

of Schlatter & Örlü [3] and Hosseini et al. [4] This approach

takes inspiration from the common practice of the experimen-

tal aerodynamics of forcing the turbulence transition through

a roughness element, e.g., a sandpaper band, disposed on the

wall. In particular, it consists in introducing a space and time

dependent volume forcing term within the momentum equa-

tion which acts in a small region of the laminar boundary layer

above a smooth wall. In this work the compressible Navier-

Stokes equations are discretized according to the high-order

Discontinuous Galerkin solver MIGALE [5], using an exact

Riemann solver for the evaluation of convective numerical

fluxes and the Bassi-Rebay (BR2) method for the treatment

of the diffusive terms. High-order linearly-implicit Rosenbrock

schemes with optimal stability properties are adopted for time

integration.
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Figure 1: APG - Contours of the pressure average field (top)

and the instantaneous density gradient magnitude (bottom)

made dimensionless with respect to free-stream quantities.
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INTRODUCTION

Exchange processes at the interface between a porous

medium and a turbulent flow field are relevant in a wide range

of natural and industrial systems: Prominent examples for

technical applications range from food drying up to processes

within modern fuel cells. In the environment, the exchange

of mass within the hyporheic zone is vital for the health of

aquatic ecosystems, whereas the evaporation from soils must

be considered for sustainable land use. Despite the apparent

heterogeneity of these fields, exchange processes at the inter-

face are driven by a common set of mechanisms.

The objective of our research is to contribute to a more com-

prehensive mechanistic understanding of scalar transport in

the interface region. Beyond (i) distinguishing different scalar

transport processes, we (ii) identify the regions of influence of

individual processes and shed a light on (iii) the interaction

between processes. For this purpose, the porous medium is

represented by a static random sphere pack. We consider shear

Reynolds numbers in the range of Reτ = 150 − 500 and per-

meability Reynolds numbers of ReK = 0.4 − 2.5. A Schmidt

number of Sc = 1 ensures that Kolmogorov and Batchelor

scales coincide. By means of a single-domain Direct Numerical

Simulation (DNS), all temporal and spatial scales are resolved

both in the free flow region as well as in the pore space of the

porous medium. Thus, no a-priori assumption are made, that

may distort the observations.

Whereas instantaneous flow fields allow us to identify typical

structures in the flow, the obtained statistics of the results are

analyzed by means of a double-averaging technique [4]. Ob-

serving that turbulent and dispersive scalar transport hardly

co-exist in any regions, we evaluate budget equations for tem-

poral and spatial fluctuations in the scalar concentration field

to explain the interaction between these two processes.

METHODOLOGY

Discretisation and Solution

Our in-house code MGLET [1] uses a Finite-Volume dis-

cretization to solve the incompressible Navier-Stokes equations

and has been optimized for computationally demanding sim-

ulations of turbulent flow in and along complex geometries.

The computation of the flow field is coupled with a trans-

port problem for the passive scalar, where the discretization

of the advection-diffusion equation ensures precise mass con-

servation. The geometry of the porous medium is integrated

by an Immersed Boundary Method (IBM) of second order [2].

Further, the code allows to embed grids for local refinement of

the grid near the interface such that ∆x+ = ∆y+ = ∆z+ < 1

is achieved. MGLET is MPI-parallelized and has optimized

I/O routines such that simulations with more than 109 grid

cells can be run efficiently [3]. A newly developed visualiza-

tion functionality provides the option to capture features of

the simulated flow field in short intervals during runtime.

Boundary conditions

The porous medium is represented by a monodisperse ran-

dom sphere pack. During the simulation, the spheres remain

static and impose a no-slip boundary condition on the fluid-

solid interface. The domain has periodic boundary conditions

in directions parallel to the bed surface and a volume force

drives the flow in x-direction. At the top boundary of the

domain, a slip boundary condition is applied as a rigid lid

approximation for the free water surface. A vertical concen-

tration gradient of the scalar is built up by imposing different

concentration values as Dirichlet boundary conditions at the

bottom and top domain boundary. The sphere surfaces are

defined to be impermeable to scalar fluxes (analogy to adi-

abatic behavior). Figure 1 shows the configuration together

with a visualization of an instantaneous flow field.

Figure 1: Instantaneous flow field with vortex structures in

yellow, whereas red and blue indicate low- and high-velocity

streaks, respectively.



Analysis framework

To discuss the complex and strongly three-dimensional flow

situation, we resort to a double averaging technique [4]. An

arbitrary quantity φ is first averaged in time

φ(x,t) = φ(x) + φ′(x,t) , φ(x) =
1

T

∫ T

0
φ(x,t) dt (1)

and, consecutively, the temporal mean is averaged within a

horizontal plane parallel to the smoothed bed surface.

φ(x) = 〈φ〉(z) + φ̃(x) , 〈φ〉(z) =
1

Af

∫∫
Af

φ(x) dx dy (2)

In the chosen notation, 〈φ〉 symbolizes the intrinsic aver-

age within a horizontal plane, while spatial deviations of

the temporal mean from this in-plane average are indicated

as φ̃. Via the relation 〈φ〉s
(z)

= θ(z)〈φ〉(z), a connection to

the superficial horizontal average 〈φ〉s
(z)

is established, where

θ(z) = Af(z)/A0 represents the in-plane porosity.

Validation

The simulation results are validated against experimen-

tal data from [5]. The plots on the left side of Figure 2

demonstrate reasonable agreement for the horizontally aver-

aged streamwise velocity and the turbulent shear stress.

PRELIMINARY RESULTS

Within the horizontal averaging framework, an expression

for the total vertical scalar flux Jc is given by Equation (3),

where the symbol c represents the concentration of the passive

scalar and Γc is the molecular diffusion coefficient.

〈Jc〉s(z) = θ

〈
Γc
∂c

∂z

〉
︸ ︷︷ ︸
molecular

− θ
〈
w′c′

〉
︸ ︷︷ ︸
turbulent

− θ
〈˜̄w˜̄c〉︸ ︷︷ ︸

dispersive

= const (3)

The terms on the right-hand side represent scalar fluxes due to

molecular diffusion, turbulent transport and dispersive trans-

port, respectively. Whereas the total superficially averaged

scalar flux 〈Jc〉s is constant, the contributions of different

transport processes vary depending on the vertical position z.

The plot on the right in Figure 2 illustrates that for an exem-

plary case. Turbulent transport dominates in the free stream

region. However, its influence declines rapidly within the top-

most layers of the porous medium. In contrast to that, disper-

sive mass transport mainly affects deeper regions of the porous

medium. We further distinguish between a background disper-

sion caused by the tortuosity of the flow in the pore space and

an interface-induced part, the latter decaying with increasing

depth. Even in the absence of macroscopic topographic fea-

tures like dunes or riffles, large-scale spatial variability in the

scalar concentration field is observed in regions dominated by

dispersive transport. Only the region close to the imperme-

able bottom boundary of the simulation domain is dominated

by scalar transport due to molecular diffusion and exhibits a

comparatively high resistance for transfer in vertical direction.

The analysis of different simulation cases shows that tur-

bulent transport and dispersive transport hardly co-exist, but

rather appear to be mutually exclusive. As shown in the plot

on the right of Figure 2, the contribution of turbulent trans-

port declines at a high rate near the interface whereas the

contribution of dispersive transport increases at a similar rate

with increasing depth. To explain this observation, budget

equations for the temporal and spatial variability in the scalar

concentration field are evaluated using second-order statistics

from MGLET. It becomes evident that a considerable part of

the temporal fluctuations of the scalar field is produced at the

expense of spatial fluctuations near the interface.
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Figure 2: Validation of simulation results against experimental

(exp) data of case S3 from [5] (left). Contribution of scalar

transport processes to the total scalar flux (right). Position of

geometrically defined interface at z = 0.

SUMMARY

We investigate scalar transport across the interface between

a porous medium and a free turbulent flow by means of single-

domain DNS. Analysis by horizontal averaging allows us to

quantify the varying contribution of different transport pro-

cesses to the total scalar flux over depth. Due to their inherent

mechanisms, turbulent and dispersive transport are shown to

be mutually exclusive, whereas the latter affects also deeper

regions of the porous medium.
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We use pseudo-spectral Direct Numerical Simulation

(DNS), coupled with a Phase Field Method (PFM), to inves-

tigate the turbulent Poiseuille flow of two immiscible liquid

layers inside a channel. The two liquid layers, which have

the same thickness (h1 = h2 = h), are characterized by the

same density (ρ1 = ρ2 = ρ) but different viscosities (η1 ̸= η2),

so mimicking a stratified oil-water flow. This setting allows

for the interplay between inertial, viscous and surface tension

forces to be studied in the absence of gravity. The full prob-

lem is described in terms of the following flow parameters: the

shear Reynolds number (Reτ , which quantifies the importance

of inertia compared to viscous effects), the Weber number

(We, which quantifies surface tension effects compared to in-

ertia) and the viscosity ratio, λ between the two fluids. In

particular, we fix Reτ = 300, We = 1, and we consider vis-

cosity ratios in the range 0.1 ≤ λ = η1/η2 ≤ 1. We focus

on the role of turbulence in initially deforming the interface

and on the subsequent growth of capillary waves. Compared

to a single phase flow at the same shear Reynolds number

(Reτ = 300), in the two-layers case we observe a strong

interaction between the turbulent flow and the deformable

liquid-liquid interface. Capillary wave propagation and in-

teraction is studied by means of a spatiotemporal spectral

analysis and compared with previous theoretical and exper-

imental results.

Figure 1: Channel geometry and flow topology of a two-layer

turbulent flow simulation. Capillary wave formation can be

seen at the interface between the two layers. The fluid in the

upper half of the channel has a viscosity that is 50% lower than

that of the fluid in the lower half of the channel. This fact is

responsible for the difference between top and bottom near-

wall turbulence structure, here made visible using the value of

the streamwise component of the velocity vector (ux).
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INTRODUCTION

High Prandtl number liquids are most commonly used for

lubrication and cooling of various technical devices. The large

disparity of the smallest turbulent thermal and dynamic scales

strongly challenges the numerical modelling of the transport

of heat and momentum. The inherently steeper temperature

gradients due to the high thermal resistance generally lead to a

marked variation of the fluid properties, whose often assumed

neglect further adds to predictive uncertainty. The present

Direct Numerical Simulation (DNS) study specially addresses

this issue considering a typical heat transfer oil with a real-

istic variation in material properties in the heated near wall

region. The effect of this variation on the turbulence budgets is

highlighted by comparison against corresponding results with

constant fluid properties, as it has been mostly assumed in

existing DNS or LES studies on high Prandtl number flow in

literature [1, 2].

GOVERNING EQUATIONS AND NUMERICAL SETUP

The present DNS solved the conservation equations of mass,

momentum, and energy, generally written in non-dimensional

representation as

∂%∗

∂t
+∇ ·

(
%∗U+

)
= 0 (1)

∂%∗U+

∂t
+∇ · (%∗U+ U+) = −∇P+

+∇ ·
[
µ∗

Reτ

(
2S − 2

3
tr(S) I

)]
+ fw (2)

∂χ+

∂t
+∇ · (U+ χ+) − χ+∇ ·U+ =

1

%∗ReτPrw
∇ ·

(
λ∗

c∗p
∇χ+

)
+ fχ, (3)

respectively, using the pipe diameter D, the wall friction veloc-

ity wτ = (τw/%w)1/2, and friction enthalpy hτ = 〈qw〉/%wwτ
as reference scales. 〈qw〉 represents the imposed constant av-

erage wall heat flux. U+ = U/wτ = (u+, v+, w+)T and χ+ =

(hw − h)/hτ represent the non-dimensional velocity vector

in cylindrical coordinates and enthalpy difference to the wall

value, respectively. The asterisked material properties always

refer to the corresponding wall values. Reτ = ρwwτD/µw and

Prw = µwcp,w/λw denote the Reynolds and Prandtl number

based on wall conditions, respectively. The terms fw = 4 ez
and fχ = w+/ṁ∗ with ṁ∗ = ṁ/D2π%wwτ arise from axial

periodicity.

Figure 1 shows the computational domain. No-slip bound-

ary conditions are assumed for the velocity, U+ = 0, and

isothermal boundary conditions are imposed for the instan-

taneous enthalpy difference, χ+ = 0, at the wall. The near

wall resolution of the DNS grid is ∆r+ = 0.05, R+∆ϕ = 1.17,

and ∆z+ = 0.90 wall units in the radial, azimuthal, and axial

direction, respectively.

r,

ϕ,v
wz,

L=5D

Dm
.

u

w<q  > = const.

Figure 1: Computational domain

RESULTS

The investigated fully developed pipe flow is specified by

the Reynolds number Reτ = 380 and the molecular Prandtl

number Prw = 56, based on the average wall temperature

〈Tw〉 = 386.0K. The uniform wall heat flux is assumed

〈qw〉 = 1.6× 104W/m2. The results for the variable and con-

stant fluid properties are always referred to as “VFP” and

“CFP”, respectively.

The variation of the material properties of the considered

oil relative to the wall values is shown in Figure 2(a). The

dynamic viscosity quantitatively varies strongest, while the

changes in density and thermal conductivity are negligibly

small. The viscosity induced decrease of the local Reynolds

number leads to a consistently strong dampening of the tur-

bulent fluctuations of the radial and azimuthal velocity com-

ponents, while the peak of the axial component is rather

increased and shifted towards the center, as shown in Figure 3.

The thermal fluctuations 〈χ′+2〉1/2 are strongly enhanced due

to the viscosity induced increase in the local molecular Prandtl

number. This enhancement still do not compensate the reduc-

tion of the radial velocity fluctuations u′+. The resulting lower

turbulent flux component 〈u′+χ′+〉 near the wall effectively

leads to a significantly higher bulk-to-wall difference of the

enthalpy for VFP, as seen from Figure 2(b), which indicates

a markedly decreased global heat transfer coefficient. Ac-

cordingly, the Nusselt number drops from NuCFP = 98.4 to

NuV FP = 76.5. The effect of the reduced turbulent flux con-

1



tribution due to the dampened radial velocity u′+ is, however,

not equivalently seen in the momentum transfer. Different

from the almost uniform thermal conductivity, the strongly

increasing molecular viscosity largely covers the increase in

the laminar momentum flux component τlam = −µ∗ ∂〈w
+〉

∂r∗ , as

the turbulent component decreases in the budget of the total

shear stress. This effectively keeps the average axial velocity

for VFP very close to the profile for CFP near the wall, so that

the finally obtained wall friction coefficient only marginally

changes from Cf,CFP = 0.0093 to Cf,V FP = 0.0091.

The different trends observed for VFP in the velocity fluc-

tuations are clearly reflected by the turbulence budgets in

Figure 4. Starting out consistently lower near the wall, the

production Pzz = −〈u′+w′+〉 ∂〈w
+〉

∂r∗ for VFP notably exceeds

the value for CFP in the inner region beyond y+ ≈ 20,

which explains the occurrence of the peak of the axial fluc-

tuation 〈w′+2〉1/2 at this position seen in Figure 3. At

the same time the redistribution of turbulence energy from

〈w′+w′+〉 to 〈u′+u′+〉 is less pronounced for VFP, as indi-

cated by the lower velocity-pressure gradient interaction term

Πrr = −〈2u′+ ∂p′+

∂r∗ 〉 up to y+ ≈ 60, which effectively leads

to more anisotropic fluctuating motion in this turbulent in-

ner region. The shift and increase in the thermal fluctuations

follows from the budgets of the variance 〈χ′2〉 in Figure 5,

where the peak production, Pχχ = −〈u′+χ′+〉 ∂〈χ
+〉

∂r∗ is moved

radially further inside for VFP. On the other hand, the produc-

tion term for the turbulent heat flux Puχ = −〈u′+u′+〉 ∂〈χ
+〉

∂r∗

consistently remains well below the values for CFP, reflecting

again the different trends in 〈u′+2〉1/2 and 〈χ′+2〉1/2 for VFP.
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Figure 2: (a) average fluid properties, (b) average enthalpy
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CONCLUSIONS

The different trends in the local Reynolds and Prandtl

numbers distance to the heated wall give rise to different ten-
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dencies in the turbulent fluctuations. The strong dampening

of the radial velocity essentially determines the significant re-

duction in heat transfer rate seen for the variable property

case. The increase in thermal fluctuations appears as not suf-

ficient to compensate for the deficit in turbulent convective

mixing. The observed differences in the production and re-

distribution of the turbulence budgets counteract the general

tendency towards a more isotropic fluctuating motion away

from the wall.
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INTRODUCTION

The flow in straight pipes has been studied since the 19th

century and it is regarded as one of the canonical flows. As

soon as a non-zero curvature is introduced in the geometry,

the flow is not axisymmetric anymore, whereas a planar sym-

metry still exists. This is the case of the flow in a toroidal pipe,

symmetric with respect to the equatorial plane. Moreover, be-

cause of the curvature, a secondary motion of Prandtl’s first

kind is established. This secondary motion is present for any

non-zero curvature [1] and it has the effect of increasing the

cross-plane mixing and the heat transfer. Furthermore, if the

pipe has non-zero torsion, i.e. its centerline is not a planar

curve, then any kind of symmetry of the flow is lost, as in the

case of the flow in a helical pipe.

Helical pipe flows are ubiquitous in a multitude of industrial

applications, and they represent a more realistic counterpart

of toroidal pipe flows, which, on the other hand, are relevant

for studying the separate effect of curvature on the flow. The

parameters governing the flow are the curvature δ, the tor-

sion τ and the bulk Reynolds number Reb, based on the bulk

velocity, the diameter and the viscosity. The non-dimensional

geometrical parameters are defined as follows

δ =
Rc Rp

R2
c + p2s

, τ =
ps Rp

R2
c + p2s

, (1)

where Rp, Rc and ps are the quantities shown in Figure 1.

To the best of the authors’ knowledge, there are no studies

on turbulent structures and spectra in helical pipe flows, and

the only direct numerical simulations of turbulent helical pipe

flows present in the literature are those performed by Hüttl &

Friedrich [3], where only low-order turbulence statistics were

investigated. The present work aims at studying the character-

istics of turbulence in helical pipes from a modern perspective

at sufficiently high Reynolds number.

NUMERICAL SETUP

Direct numerical simulations (DNS) of the incompressible

flow of a Newtonian viscous fluid in a helical pipe are per-

formed using the spectral element code nek5000 [2]. The mesh

resolution is the one typically used in DNS. The flow is as-

sumed to be homogeneous in the streamwise direction and,

therefore, cyclic boundary conditions are applied along this di-

rection. No-slip boundary conditions are imposed at the pipe

wall. In the work by Hüttl & Friedrich [3], the flow is driven by

a mean streamwise pressure gradient, whereas in the present

investigation a time-dependent volume force is imposed in

2
π
p
s

2Rp

Rc

Figure 1: Sketch of the considered geometry, adapted from

Hüttl & Friedrich [3].

the streamwise direction to keep the mass flux constant in

time. The volume force varies across the cross-section because

of the curved geometry. Since it has to reproduce the effect

of the mean pressure gradient ∆P/∆s, its integral along the

streamwise direction needs to be of the form Cs∆s, where

Cs is a constant. This can be accomplished by prescribing a

volume force f = F/hs es, where F is the constant forcing

amplitude and hs is the Lamé coefficient for the streamwise

coordinate, accounting for the distribution of the volume force

on the cross-section of the pipe.

VALIDATION

As a first validation step, a direct numerical simulation for

Reb = 5613, δ = 0.1, τ = 0.11 is performed, corresponding to

Reτ ≈ 230. The flow is barely turbulent, as it can be seen look-

ing at the isosurfaces of the velocity vector magnitude, shown

in Figure 2. The obtained flow statistics are validated against

those by Hüttl & Friedrich [3]. Figure 3 shows the comparison

for the mean streamwise velocity us and the turbulent kinetic

energy, expressed in viscous units, along the line connecting

the innermost and the outermost points. The former is in good

agreement with the reference data, whereas, for the latter, a

distinct pronounced peak is observed close to the outer wall

(r = 1), which is not clearly evident in the data from Hüttl &



Friedrich [3]. The absence of the peak in the data from Hüttl

& Friedrich [3] is thought to be attributed to either a lack of

resolution close to the wall, or insufficient transient time that

prevented the build-up of near-wall turbulence. Using these

comparisons, we can conclude that our setup is indeed cor-

rect, and that there are some shortcomings of the literature

data [3] that require re-analysis.

Figure 2: Isosurfaces of the velocity vector magnitude for

|U| = 1.3 at Reb = 5613, δ = 0.1, τ = 0.11, correspond-

ing to Reτ ≈ 230. The flow is barely turbulent. The arrow

indicates the flow direction.
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Figure 3: Comparison of the present results with data from

Hüttl & Friedrich [3] along the line connecting the inner-

most and the outermost points: (top) mean streamwise ve-

locity, (bottom) turbulent kinetic energy. The quantities are

expressed in viscous units.

RESULTS

Direct numerical simulations for Reb = 11700, δ = 0.1 and

various values of the torsion are performed to gain a better

understanding of the effect of this parameter on this kind of

flow. As it can be observed in Figure 4, the flow is fully turbu-

lent in this case. To the best of the authors’ knowledge, there

are no studies in the literature involving DNS of helical pipe

flows for such Reynolds number. Therefore, the present study

will provide a reference database for future studies. Moreover,

no previous work analyzes the coherent structures arising in

a fully turbulent helical pipe flow. The comparison with the

structures found by Noorani & Schlatter [4] for a toroidal pipe

flow will provide a clearer picture of how turbulence is mod-

ified when non-zero torsion is introduced. Toroidal flows are

susceptible to a phenomenon called “swirl switching” and it

is unclear whether a similar process appears also in helical

flows. To this end, spectral modal decomposition techniques

will be employed. A more quantitative description of the size

of these structures can be gained by computing spatial spectra

of the velocity fields. This will provide information about the

largest scales in the flow and their location in the pipe cross-

section. Similarly, convection speed in the different parts of

the flow provides relevant information regarding the spatial

development of helical pipe flows.

Figure 4: Isosurfaces of the velocity vector magnitude for

|U| = 1.3 at Reb = 11700, δ = 0.1, τ = 0.1, correspond-

ing to Reτ ≈ 410. Small-scale turbulence is visible. The arrow

indicates the flow direction.
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Tom’s effect, namely the drag-reducing capability of poly-

mers in turbulence, is debated since its discovery in the 40s

[1, 2]. Viscoelastic models (e.g FENE-P, finitely extensible

nonlinear elastic model with Peterlin’s approximation) achieve

drag reduction in numerical simulations of prototypal flows

[3, 4]. These models require unrealistically large concentra-

tions to obtain drag reduction, well beyond the model limit

of validity. Furthermore, many laboratory-scale experiments

are performed at Weissenberg numbers unreachable by the vis-

coelastic models [5]. The adoption of a Lagrangian description

of the polymer population, alongside a proper representation

of its feedback effect on the turbulent flow field allows avoiding

the use of the viscoelastic constitutive models with all their

related shortcomings.

The system of dimensionless equations describing the poly-

mer solution

∇ · u = 0
∂u

∂t
+ ∇ · (u⊗ u) = −∇p+

1

Re
∇2u+ F

dx
(j)
c

dt
=

1

2

(
ǔ
(j)
1 + ǔ

(j)
2

)
+

1

2

√
s2

3Wi

(
ξ
(j)
1 + ξ

(j)
2

)
dr(j)

dt
= ǔ

(j)
2 − ǔ(j)

1 −
f (j)

Wi
r(j) +

√
s2

3Wi

(
ξ
(j)
2 − ξ(j)1

)
(1)

is made dimensionless with the pipe radius `∗0, the kinematic

viscosity ν∗, and the bulk velocity U∗
b of the reference Newto-

nian flow. In eq. 1, u(x) is the fluid velocity, p(x) the hydrody-

namic pressure, F (x) is the polymers feedback the Newtonian

solvent, and Re is the Reynolds number of the reference New-

tonian case. The evolution of the polymer dumbbells is written

in term of the chain centre x
(j)
c = (x

(j)
1 +x

(j)
2 )/2 and the end-

to-end vector r(j) = x
(j)
2 −x(j)

1 of the j-th dumbbell. ξ
(j)

1/2
are

white noise terms that set the equilibrium extension, s, of the

chain, and Wi is the Weissenberg number, ratio of polymer

relaxation time τ∗p to fluid time scale `∗0/U
∗
b .

The n-th bead (n = 1, 2) of the j-th dumbbell and the fluid

exchange the friction force proportional to the relative velocity

D
(j)
n = γ(ǔ

(j)
n − v(j)n ), where γ is the friction coefficient, v

(j)
n

the velocity of the bead, and ǔ
(j)
n the fluid velocity at the

position of the bead.

Given the disparity between polymer size and fluid scales,

the polymer forcing appears to the flow as a sum of Dirac delta

Figure 1: Radial profiles of Reynolds stress and polymer stress,

compared to the Newtonian Reynolds stress (dashed line refers

to the Newtonian Reynolds stress). Inset: mean velocity

profile of the polymer solution (purple) compared to the New-

tonian reference case (black).

functions.

F = −
Np∑
j=1

[
D

(j)
1 δ(x− x(j)

1 ) +D
(j)
2 δ(x− x(j)

2 )

]
(2)

The singular force field F displayed in eq. 2 is regularised on

a physical base using the ERPP method [6, 7].

The addition of polymers reduces the Reynolds stress, al-

though the drag-reducing effect is mitigated by the presence

of a polymer extra-stress. However, the sum of Reynolds and

polymer stress is lower than the Newtonian Reynolds stress

both in the buffer and in the log-layer, thus drag reduction

occurs. According to the previous observation the radial pro-

file of mean axial velocity (displayed in fig. 1) departures from

the Newtonian case since the buffer layer, and its slope is in-

creased both in the buffer and in the logarithmic layer, where

the drag-reducing effect takes place. Overall the increase in

flow rate is 16 %, corresponding to a drag reduction of 26 %,

1



Figure 2: Radial profiles of root mean square velocity fluctu-

ations: comparison between Newtonian and polymeric case.

Solid line, u
′2
z ; Dashed line, u

′2
r ; Dot-dashed line, u

′2
θ ;

according to the definition of drag reduction,

DR =
c
(0)
f

− c
(p)
f

c
(0)
f

= 1 −
(
Q

(0)
b

Q
(p)
b

)2

, (3)

where cf = 2τ∗w/(ρ
∗U∗2

b ) is the friction coefficient and the su-

perscripts (0) and (p) denote Newtonian and polymeric cases,

respectively. Polymers induce an increase of velocity fluctua-

tions in the streamwise direction, and a decrease in the radial

and the tangential directions.

Figure 3 shows the coloured contour of the instantaneous

axial velocity fluctuations to visualise low and high-speed

streaks in a small portion of the pipe at y+ = 42, where the

maximum of the Reynolds stress occurs. Polymers, whose

instantaneous configuration is reported in white lines, are

prevalently aligned with the direction of the low-speed streaks

since they come from the near-wall region where a large proba-

bility is associated with polymers aligned with the stream-wise

direction. Polymer configuration is instead more isotropic far

from the wall, thus the preferential orientation that occurs in

the low-speed streaks is lost in the high-speed streaks.

During the oral presentation, Direct Numerical Simula-

tions data of a realistic solution of DNA macromolecules fully

coupled to the Newtonian fluid will be discussed, providing

methodological details and a physical explanation of the drag

reduction mechanism.

*
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ABSTRACT

Using a new computational approach the dynamics of in-

ertial particles in homogeneous isotropic turbulence is investi-

gated under one-way momentum coupling. The implementa-

tion combines Hybrid Direct Numerical Simulations (HDNS)

[1] with the analytical solutions of two rigid spheres moving

in an unbounded fluid [2]. Merging these two approaches

[3] allows us to jointly represent two important effects usu-

ally neglected in the previous studies: (i) HDNS accurately

captures the effect of many-body interactions among widely

separated droplets, while (ii) the analytical solution for two in-

teracting rigid spheres in low-Reynolds-number flows enables

representing the lubrication effects. In the case of droplets

interacting from distances comparable to the mean free path

of air molecules non-continuum effects are taken into account

[4]. This resutls in corrections applied to the lubrication forces.

Concerning the velocity field seen by the particles, the algo-

rithm switches from the flow solution in terms of HDNS to

analytical formulae when the separation distance between par-

ticles becomes comparable to their average radius. Switching

to the analytical solutions is made knowing that the standard

HDNS is unable to correctly represent the short-range inter-

actions since this method is based on the superposition of the

Stokes solutions for a single sphere.

RESULTS

In order to account for AI among the droplets, three ap-

proaches are adopted to represent drag forces and the results

are compared with the basic case where AI is neglected. These

three cases are demonstrated in Figure 1. HDNS (red: first

method) is employed to represent AI among droplets interact-

ing from large separation distances. However, the accuracy in

the drag predicted by HDNS begins to decline when the gap

between pairs is smaller than their average radius (normalized

gap less than 1), as obtained from the analytical solutions to

the Stokes flow around two spheres in a viscous flow (blue: sec-

ond method). For pairs interacting from such short distances

the algorithm switches to the analytical solutions (second or

third method) to take lubrication effects into account. When

the gap between the pair is of the order of the mean free path

of air molecules, non-continuum effects are taken into account

(brown: third method). This results in a reduction in lubri-

cation drag predicted based on continuum solutions.

The kinematics and the dynamics of collisions for a system

Figure 1: Changes in the normalized drag force with the size

of the gap between two same-size droplets approaching along

their line of centers described by different methods

of Np = 105 non-settling (no gravity) particles interacting in

a turbulent field with an average kinetic energy dissipation

rate ϵ = 50 cm2/s3 are presented in Figure 2. The changes

are shown as a function of radii of the droplets with each curve

representing a different approach to account for droplets AI.

Figure 2(a) presents the average radial relative velocity (RRV)

between all the pairs at contact, i.e. r = R(= a1 + a2). In

general, accounting for AI leads to a larger RRV. For small

droplets (low inertia) lubrication effect notably enlarges RRV

compared to the cases where there is no AI and the case where

AI is handled purely by HDNS. When non-continuum lubri-

cation (NCL) effects is additionally considered, this enhance-

ment is not as large as that under continuum lubrication (CL).

On the other hand, for larger droplets there is no significant

difference between RRVs with continuum and non-continuum

lubrication. Also, RRVs under HDNS show the highest values

whereas the lowest RRVs are resulted from simulations per-

formed with non-interacting droplets. The radial distribution

function (RDF) values at contact are presented in Figure 2(b).

In general, there is a substantial reduction in RDF once AI is



Figure 2: Variation in (a) at-contact radial relative velocity normalized by Kolmogorov velocity of the particle-free flow, (b) at-

contact radial distribution function, and (c) dynamic collision kernel as a function of particle radius for Np = 105 and ϵ = 50 cm2/s3

using various approaches to handle AI: non-interacting, HDNS only (no lubrication effects), and HDNS with continuum and non-

continuum lubrication effects

taken into account. Lubrication slightly augments RDFs for

larger particles while no significant change is observed for low-

inertia particles. Moreover, there is no noticeable difference

between continuum and non-continuum lubrication represen-

tations. The dynamic collision kernel is shown in Figure 2(c).

Generally, ΓD decreases when AI is accounted for, mainly be-

cause of the large decline observed for RDFs (less clustering)

especially at higher inertias. At lower inertias, there is almost

no change in ΓD, indicating that the enhanced RRV due to

lubrication does not have a meaningful impact on collisions

because RDF is small for such droplets. At high inertia, ΓD is

lowered when lubrication effects are additionally considered.

This is caused by the decrease in RRVs as a results of large

repulsive drags preventing pairs from appraching at large rel-

ative velocities, thereby hindering collisions.
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INTRODUCTION

Droplet growth by collision-coalescence is a fundamental

mechanism encountered in atmospheric processes and indus-

trial applications. In recent years, numerical simulation has

allowed to gather a significant amount of information about

the influence of droplet inertia and turbulence on the collision

statistics of mono and bidisperse suspensions of aerodynam-

ically interacting droplets [1, 2, 3]. One drawback in these

studies is that they do not account for coalescence. Thus

the complex collective behaviour resulting from the tempo-

rally changing droplet size distribution is ignored. This topic

was recently investigated by Chen et al. [4], who showed that

higher turbulent intensity results in a broader droplet size dis-

tribution, therefore playing an important role to predict the

onset of rainfall. To obtain more information about the influ-

ence of turbulence and aerodynamic interaction (AI) on the

process of rain formation, we pursue these studies and analyse

the influence of the liquid water content (mass loading) and

the initial droplets diameter on the dynamics of the coales-

cence process and on the temporal evolution of the droplet

size distribution.

GOVERNING EQUATIONS AND NUMERICAL SETUP

Carrier fluid

The turbulent flow in a periodic domain of dimension (2π)3

is simulated by direct resolution of the continuity and momen-

tum conservation equations using a pseudo-spectral method

on a three dimensional uniform mesh. The fluid is treated

as Newtonian, incompressible and isothermal. Statistical sta-

tionarity of the turbulent flow is ensured by supplying energy

to the first two low wavenumbers modes. An extended descrip-

tion of the solver can be found in ref. [5]. For the simulations

presented in the current document, the mesh is constituted of

N = 128 cells in each direction and flow is characterized by

the turbulent kinetic energy dissipation rate ϵ = 400 cm2/s3

and kinematic viscosity ν = 0.17 cm2/s. These are typical val-

ues for moderate to strong convection in clouds. With these

parameters, we obtained a Reynolds number based on Taylor

microscale Reλ = 120.

Dispersed phase

Small water droplets are represented in the model as rigid

spheres. In the Lagrangian formalism, the position xp and ve-

locity, up of each particle are obtained by temporal integration

of the particle equations of motion

dxp

dt
= up,

dup

dt
= −

up − ũ− ud

τp
+ g, (1)

where ũ is the turbulent background velocity at droplet lo-

cation, ud the disturbance velocity field due to the presence

of neighbouring droplets, τp the particle relaxation time as-

suming Stokes drag and g is the gravity acceleration. The

particles are characterized by St = τp/τk, the ratio of the par-

ticle relaxation time and Kolmogorov’s time-scale, the smallest

time-scale in the turbulent particle-free flow. To compute the

disturbance velocity field, the improved superposition method

(ISM) developed by Wang and Ayala is used [6]. This model

assumes that the disturbance velocity felt by the kth droplet is

the sum of Stokes disturbance velocity generated by all neigh-

bouring droplets

u
(k)
d

=

Np∑
m=1, m̸=k

us(d
(mk); a(m),u

(m)
p − ũ(m) − u

(m)
d

), (2)

∀ k = {1, 2, ..., Np} . (3)

This expression can be expanded into a linear system of di-

mension 3Np. It relates the disturbance velocity felt by each

droplet to the distance between droplets pairs, d(mk), and to

the diameter and velocity of all other droplets. With ISM, lu-

brication or non continuum effects are not taken into account,

but become important at short droplet separation distance.

More information about the effect of lubrication forces on the

collisions of cloud droplets was recently discussed by Ababaei

et al. [3].

To investigate the influence of aerodynamic interactions on

the dynamics of the coalescence process, simulations are con-

ducted with two values of the liquid water content, 1 and

5 g/m3. The droplets distribution is initially monodisperse,

and characterized by their Stokes number. The properties of

the dispersed phase are summarized in Table 1.

RESULTS

As a first step, we analyse the influence of aerodynamic

interactions on the dynamics of the coalescence process. For

this purpose, we introduce the percentage coalescence

Pc = 1−Np(t)/Np(t = 0), (4)



Case a (µm ) Np (1 g/m3) Np (5 g/m3)

St = 0.3 21.8 92 172 460 860

St = 0.5 28.0 43 500 217 500

St = 0.7 33.0 26 572 132 860

Table 1: Initial value of Stokes number, radius, and number

of droplets.

where Np(t) is the number of particles at current time. It

is a measure of the fraction of droplets which have coalesced

compared to the number of droplets initially present in the

domain. Figure 1 shows the temporal evolution of the per-

centage coalescence as a function of time for initial Stokes

number St = 0.3 and 0.7 and for two values of the liquid wa-

ter content. There is a clear influence of these two factors on

the dynamics of the coalescence process. First, coalescence is

faster for high liquid water content, because the probability

of collision increases with the droplet concentration. Second,

the population initially composed of St = 0.3 droplets requires

a longer time to achieve 50% coalescence than the one com-

posed of St = 0.7 droplets. This can be explained by the

influence of droplet inertia on their interaction with the tur-

bulent background flow and on collisions. Droplets of small

inertia (St = 0.3) closely follow the fluid motion and do not ex-

hibit strong clustering and high radial relative velocities. As

a consequence, they have smaller collision kernels compared

to droplets of moderate inertia (St = 0.7). Figure 1 indicates

that AI slow down the coalescence process for four considered

cases.

Figure 1: Evolution of the percentage coalescence as a function

of time (in seconds) for different mass loadings and initial

droplets Stokes numbers.

To gain more information about the influence of the dis-

persed phase on the coalescence process, we analyse the evo-

lution of the droplet size distribution. For this purpose, we

use different definitions of the average radius

aij =

[ ∫
aif(d)da∫
ajf(a)da

] 1
i−j

(5)

where f(a) is the radius distribution function and i, j are pos-

itive integers. With this definition, a10 is the average radius

representative of the largest number of droplets, a30 the vol-

ume average radius and a32 is Sauter equivalent radius, the

radius of the equivalent sphere of same volume/surface ratio

as the droplet distribution. High values of a32 are associated

to a long tailed distribution. The value of these three radii

as a function of the percentage coalescence is presented in fig-

ure 2. All definitions are initially equal to 1 because of the

monodisperse distribution. In general, growth of a10 is slow,

indicating that a large number of small size droplets remain in

the domain even at 50% coalescence. The fast growth of a32,

however, indicates the broadening of the size distribution, sim-

ilarly to what was reported by Chen et al.[4]. Interestingly,

growth of a10 and a32 weakly depends on AI modelling for

liquid water content 1 g/m3. This suggests that long range

collective interaction has a weak influence on the size of the

particles created by coalescence. In contrast, for liquid wa-

ter content 5 g/m3, taking AI into account results in a slower

growth of a10 and a faster of a32. This trend indicates that

aerodynamic interactions prevent the growth of the smallest

droplets (hence a small d10) but favour the formation of a

small number of very large droplets.

Figure 2: Evolution of the average radius aij , normalized by

the initial radius, a0 as a function of the percentage coales-

cence for initial St = 0.3. Dashed line, a30; solid line, a10;

dotted line, a32. The definition of aij is given by eq. 5.
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Experimental evidence shows that even small loading of

fibers dispersed in a turbulent flow produces drag reduction

[1]. This phenomenon has been investigated in a number of

previous numerical studies [2, 3], which were however focused

on the effect produced by short fibers with length comparable

to the smallest flow scale and aspect ratio up to AR = 100.

In an effort to extend the range of aspect ratios investigated,

in this work we examine numerically the modulation of turbu-

lence produced by long flexible fibers in channel flow. The sim-

ulations are based on an Euler-Lagrangian approach, in which

fibers are modelled as chains of constrained sub-Kolmogorov

rods, as done in [4]. This approach is chosen as it allows to

obtain a highly discretized description of the fibers even when

their length spans several Kolmogorov scales. A novel algo-

rithm is deployed in order to make the resolution of a dispersed

system of constraint equations (representing the fibers) com-

patible with a state of the art, GPU-accelerated flow solver

that is used for the direct numerical simulation of turbulence

in the two-way coupling regime on HPC architectures. The

bending stiffness of the fibers is also modelled, while colli-

sions are neglected. Two-way coupling is accounted for using

the ERPP method [5]. First, we validate experimentally the

method for a single fiber in simple shear flow; then we imple-

ment the method by scaling it up to the full turbulent channel

flow geometry, using a suitably-refined computational grid.

We show how we are able to calculate the disturbance gener-

ated by the fibers on the surrounding flow, albeit at the price

of a computational mesh (made of 1024 × 512 × 257 grid-

points in our simulations) that is over-refined as compared to

the single-phase or one-way coupled counterpart at the same

Reynolds number.

Figure 1: Visualization of the two-phase flow computational

domain. Fibers are displayed in white color; flow sections are

colored according to the streamwise fluid velocity magnitude.

In this way, reliable results are obtained for the stresses

exerted by the particles on the flow, even in the dilute case.

This would have not been possible had we applied the classi-

cal Particle In Cell method to complete the two-way coupling

scheme. This method requires the presence of a large number

of fibers all over the computational domain in order to ob-

tain smooth Eulerian fields for the particle stresses, therefore

making the dilute case, two-way coupled simulations hardly

feasible [3, 6]. Results of fluid and fibers velocity statistics for

friction Reynolds number of the flow Re=150 and fibers with

Stokes number St=0.01 (nearly tracers) and 10 (inertial fibers)

are presented, with special regard to the quantification of the

turbulence modulation and its dependence on fiber inertia as

well as aspect ratio. The volume fraction of the fibers is var-

ied to simulate a suspension in both the dilute and semi-dilute

regime, while considering fibers with length that spaces from

the Kolmogorov scale to the inertial range of the turbulent

flow.
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INTRODUCTION

The large disparity of scales between the smallest relevant

turbulent structures and the large acoustic wave lengths [1]

makes a fully resolved Direct Numerical Simulation of both

phenomena unfeasible for most technical applications, espe-

cially at low Mach numbers. In Computational Aeroacoustics

(CAA) so-called hybrid methods allow for a separate com-

putation of the incompressible turbulent flow field, providing

acoustic source terms, and the Acoustic Simulation (AS) of

the sound propagation.

The present study follows this approach using the Per-

turbed Convective Wave Equation (PCWE) [2] to predict

the acoustic field inside a circular 90◦ pipe bend with rela-

tive curvature radius Rm/D ≈ 1 at bulk Reynolds numbers

ReB = DuB/ν = 5300 and 12500. The incompressible flow

field is computed using Large-Eddy Simulation (LES) to pre-

dict acoustic source terms as input into the AS. The unresolved

subgrid scale fluxes are computed from a Boussinesq-type eddy

viscosity model introduced as the Coherent Structure Model

by [3].

The PCWE is based on a perturbation Ansatz, where the

flow field variables are decomposed into a mean, a fluctuating

incompressible, and an acoustic component, generally written

as ϕ = ⟨ϕ⟩ + ϕic + ϕa. This finally yields a convective wave

equation for the acoustic potential ψa, called PCWE and writ-

ten as

ρ0
D2ψa

Dt2
− ρ0c

2
0

∂2ψa

∂xj∂xj
= −

Dpic

Dt︸ ︷︷ ︸
Q

= −
∂pic

∂t︸ ︷︷ ︸
Qt

−⟨ui⟩
∂pic

∂xi︸ ︷︷ ︸
Qc

, (1)

providing the acoustic velocity uai = −∂ψa/∂xi and pressure

pa = ρ0Dψ/Dt. The source term on right-hand side of equa-

tion (1) is delivered by the LES.

SIMULATION SETUP

The investigated bend geometry with a relative curvature

radius Rm/D ≈ 1 is shown in figure 1. The operating fluid is

air, assumed as a perfect gas.

6Inlet

OutletSolid wall
× ×
P1 P2
xP1 = 0.5D

xP2 = 3D

Figure 1: Upper subfigure: Computational domain with sen-

sor positions P1 and P2. Bottom subfigure: Geometry of the

pipe bend.

The LES equations were solved using a second order accu-

rate finite volume method with an implicit first order accurate

temporal discretization (∆t = 10−5 s). At the inlet, an in-

stantaneous inflow boundary condition (BC) was prescribed,

obtained from a precursor-LES of fully developed pipe flow.

An averaged pressure BC was applied at the outlet, and the

no-slip BC was imposed at the solid walls. After statistical

convergence was reached, acoustic source terms were exported

on the AS mesh for a period of t = 0.2 s. The PCWE was

solved using a finite element method, with a homogeneous

von Neumann BC at the sound hard walls and adjacent Per-

fectly Matched Layer (PML) regions at the inlet and outlet to

avoid reflections.

SIMULATION RESULTS

Flow field

Figure 2 shows LES results at ReB = 5300 and 12500 com-

pared against LES data and PIV measurements of Rütten et.

al. [4] at x = 1D. Very good agreement is observed for the

matching lower Reynolds number case.

As seen from the contours in figure 3, the flow detaches from

the highly curved inner bend wall, producing a recirculation

zone downstream of the bend exit, and a high-velocity region

radially outside. A region of high turbulence kinetic energy

extends near the reattachment point at xRP = 0.7D.

1



a) ⟨ux⟩/uB

×××
LES: ReB = 5300

LES: ReB = 12500

Rütten et.al.: [4] ReB = 5000
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Figure 2: a) mean x-velocity and b) x-normal stresses.
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Figure 3: Contours of the a) mean x−velocity component ux

and b) the turbulent kinetic energy
〈
k
〉

for ReB = 12500.

Figure 4 shows contours of the instantaneous PCWE source

term and its constitutive components as predicted from the

LES. High values of both components are seen in the recir-

culation zone and in the highly sheared region. They are

negatively correlated, especially on the high-velocity side of

the shear layer, which effectively reduces the total term Q.

The highest total source terms are observed in the region near

the reattachment point.

Figure 5 presents spectra of the PCWE source terms at two

positions downstream of the bend near the radially outer and

inner side, respectively. For the latter, located in the highly

turbulent region inside the recirculation zone, the transient

term is dominating, especially at higher frequencies. At the

other position, located in the high axial velocity region, the

amplitudes of the total PCWE source term is significantly

smaller than its components, indicating mutual cancellation.

a)

6xRP −103 103
[
Pa
s

]
Qt

b)

6xRP −103 103
[
Pa
s

]
Qc

c)

6xRP −103 103
[
Pa
s

]
Q

Figure 4: Contours of the a) transient, b) convective and c)

total PCWE source term for ReB = 12500.

a)|Q̂|

Q
P

Q
P
t Q

P
c

b)|Q̂|

Figure 5: Spectra of the transient, convective and total PCWE

source terms, at positions a) z = 0.44D and b) z = −0.44D

at x = 0.5D for ReB = 12500.

Acoustic Simulation

Figure 6 shows spectral amplitudes of the AS predicted

acoustic pressure together with LES predicted incompress-

ible pressure amplitudes for ReB = 12500. The collapse

of the predictions with/without the convective component

of the PCWE source term indicates the negligible effect of

this component here. Overall the acoustic pressure pa is sig-

nificantly smaller than the incompressible pressure pic. At

position P2 the amplitudes of the incompressible pressure

are smaller in comparison to P1, while the acoustic pres-

sure is fairly similar. The predicted sound pressure level is

SPL = 20 log10(p
a
rms/pref) ∼ 25 dB, where pref = 2 · 10−5 Pa.

a) P1
|p̂|

pic pa pa excl. Q
P
c

b) P2
|p̂|

Figure 6: Pressure spectra from LES and AS at position a)

P1 and b) P2, marked in figure 1 for ReB = 12500.

CONCLUSIONS

A hybrid CAA approach with a PCWE based acoustic sim-

ulation was used to predict the internal flow-induced noise of

the turbulent flow downstream of a 90◦ pipe bend. The ap-

plied LES method is proven as well-suited for supporting the

acoustic PCWE simulation with instantaneous sources, such

that the acoustic pressure field and the resulting sound pres-

sure level are predicted reasonably well. The transient source

term component was shown as clearly dominant, while the ef-

fect of the convective component appeared as negligible in the

PCWE simulation.
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INTRODUCTION

A human respiratory system consists of phonation com-

ponents that are coupled in a complex manner in order to

ensure various vital functions, in particular voice generation.

The interdisciplinary nature of the processes controlling sound

generation complicates the analysis. Analytical studies are

limited and can only be used to characterize the main acoustic

sources in connection to various types of fluid motion. Nu-

merical investigations of sound generation require an accurate

simulation of the flow field with a proper representation of the

respiratory pathways and process conditions in order to get the

acoustic source terms. Furthermore, voice formation is closely

related to the resonance of acoustic modes in and around the

mouth cavity; in order to be able to model this properly, it is

essential to identify first the sound sources excited within the

vocal tract.

To better elucidate this complex process, the fundamental

mechanisms in a biofluid flow mimicking such configurations

have been first investigated based on a simplified stenotic pipe

using high-resolution discretization methods [1, 2]. The varia-

tion in cross-section was regarded as critical to trigger flow

transition. The geometry used in a previous experimental

study [3] was applied to a numerical analysis in the Reynolds

number range of Re=400–800 based on the pipe diameter [4].

Results from direct numerical simulation (DNS) reveal the

development of flow instabilities as function of the selected

Reynolds number. Later on, still based on DNS, a global lin-

ear stability analysis [5] showed that a symmetric flow becomes

linearly unstable to an eigenmode when increasing Reynolds

number. Over a critical value of Re, the instability trig-

gers non-axisymmetric flow oscillations. Transition occurs in

connection with the break-up of streamwise hairpin vortices

generated by the jet downstream of the stenotic throat. Ex-

change processes are most intense at a turbulent spot where

the sound generation is dominated by the dipole contribution

on the surface [6]. On the other hand, the contribution of

viscous shear stress is rapidly dissipated due to relaminariza-

tion further downstream [2]. Though already very interesting,

these findings must be refined further to better understand the

contribution of dipole and higher-order sources to acoustics in

stenotic pipe flows.

NUMERICAL METHODS

The present work focuses on DNS using either a finite-

difference or a lattice-Boltzmann formulation to solve for

stenotic pipe flows at relevant Reynolds numbers in the range

Re = 500–1800. The two in-house solvers are (1) DINO, pro-

viding a finite-difference solution of the incompressible Navier-

Stokes equations (NSE), and (2) a lattice Boltzmann (LB)

solver, providing a weakly-compressible solution. Proper Or-

thogonal Decomposition (POD) and spectral entropy Sd [7]

are applied to analyze transition. A computational aeroacous-

tics (CAA) approach is then used to obtain the contribution

of different noise sources by solving the Acoustic Perturbation

Equations (APE) [8].

For the present study, the reference results are those ob-

tained by the well-established DNS code DINO, first described

in [9] and used since then for many DNS studies for a vari-

ety of configurations. DINO relies on a sixth-order central

finite-difference scheme for spatial discretization and a fourth-

order Runge-Kutta method for time integration. The code has

been optimized for massively parallel High-Performance Com-

puting (HPC) leading to an excellent scalability on various

HPC systems [10]. Any complex geometry can be handled in

DINO using a novel high-order directional ghost-cell immersed

boundary method [11].

As an alternative, the LB method is used to solve the

stenotic pipe flows in the weakly compressible regime. The

single-relaxation-time (SRT) method has been selected. The

Boltzmann equation with a Bhatnagar-Gross-Krook (BGK)

approximation of the collision term is solved to get the fluid

particle probability distribution functions (PPDFs) in a dis-

cretized form. The D3Q27 discretization scheme has been

selected as set of lattice vector weights [12], with 27 direction

in the three-dimensional flow field. The macroscopic variables

are obtained from the moments of the PPDFs. The numerical

approach has been validated in generic flow configurations [13]

and later applied to bio-fluid mechanical problems such as the

circulation of a brain fluid [14].

FLOW CONFIGURATION

Steady flows (i.e., non-pulsatile inflow) through both ax-

isymmetric and eccentric stenosis models have been computed

and analyzed. The baseline geometry is given in [2] and

defined by a cosine function dependent on the axial coor-

dinate x. The cross-section coordinates y and z are deter-

mined by using S(x), specifying the shape of the stenosis by

S(x) = R[1−s0(1+cos(2π x/L))] where R is the radius of the



non-stenotic pipe, s0 = 0.25 realizes the 75% area reduction,

and L = 4R is the length of the stenosis. When introduc-

ing now the eccentricity E(x) = εs0[1 + cos(2π x/L)], the y

and z coordinates are defined by y = S(x) cos θ + E(x) and

z = S(x) sin θ at the azimuthal angle θ along the yz-plane.

The eccentric case offsets the stenosis axis by 0.1R (ε = 0.2)

at x/R = 0. In Fig. 1 the cross-section profiles of the axisym-

metric and the eccentric pipes are illustrated near the stenotic

region. The inflow condition corresponds to a parabolic profile

of the streamwise velocity component u. Based on the cross-

sectional average velocity and the pipe diameter D=2R at the

inlet (x = −8R) the Reynolds number Re is 500, 1000, or

1800, for three different flow simulations. The computational

domain extends up to the outflow boundary at x = 40R.

RESULTS

As preliminary results, two different cases obtained with

DINO are first shown; the axisymmetric stenotic pipe at Re=

500 and at Re=1000. For both, the instantaneous vorticity

magnitude is plotted in Fig. 2. This figure demonstrates that

the critical Reynolds number is found between Re=500 and

Re=1000 in this case. A more precise threshold can be quan-

tified based on Sd [7], when results at intermediate Reynolds

numbers are available. In Fig. 3 the flow fields at the three

Reynolds numbers as obtained by LB are shown. Isocontours

of λ2 = −0.001c2S/R
2 with the isothermal speed of sound cS

are plotted to identify vortical structures. When increasing

the Reynolds number to 1800, flow transition occurs earlier in

the streamwise direction. The instantaneous coherent struc-

tures reveal the development of velocity fluctuations and of

vortices downstream of the stenotic throat.

At the conference, all simulation results and a detailed anal-

ysis will be presented.
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Figure 1: (Top): Profiles of the axisymmetric and eccentric

pipes near the stenosis at axial position x/R = 0; the profiles

are scaled by radius R. (Bottom): 3D-representation of the

pipe with an iso-surface of vorticity magnitude at Re= 1000.

Figure 2: Shear layer computed by DINO, showing vorticity

magnitude at Re = 500 (top) and 1000 (bottom), normalized

by uavg/D, where uavg is the inlet cross-sectional average ve-

locity.
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Figure 3: Axial velocity component u and isosurface of λ2-

criterion as determined by LB at Re = 500 (top), 1000 (mid-

dle), and 1800 (bottom).
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INTRODUCTION

Within the past decades, Computational Fluid Dynamics

(CFD) has dramatically risen in the aerospace industry en-

abling the simulation of configurations of growing complexity.

The increasing computational power and the growing need

of high-fidelity methods owing to new sustainable aviation

objectives have lead to the development of Large Eddy Simula-

tions (LES). As indicated by Löhner [1], structured finite-type

Navier-Stokes (NS) methods and lattice Boltzmann methods

(LBM) may be the first to achieve industrial-level LES.

While LES or hybrid RANS-LES applied to the Navier-

Stokes equations are well established and studied approaches,

the LBM, which relies on a mesoscopic description of collisions

between fluid particles, has gradually emerged as an interest-

ing alternative for the LES of weakly compressible flows [2].

Consequently, one question which naturally arises is: Which

method is the most competitive, in terms of accuracy and

computational cost, on canonical aerodynamic and aeroacous-

tic applications ?

Previous work on the comparison between the LBM and

traditional NS methods focused on different topics such as

convergence order [3], achievable error [4], and runtimes [5].

However, there still is a lack of fair one-to-one comparisons.

Indeed, most runtime-based results were obtained with two

different solver developed independently and having different

levels of optimisation. In addition, the numerical properties

of the lattice Boltzmann method are highly dependent on the

selected collision operator [6, 7] such that the conclusions of

[4], only considering the BGK model, have to be tempered.

SCOPE OF THIS CONTRIBUTION

This work aims at rigorously comparing a lattice

Boltzmann solver with an LES-type finite-volume Navier-

Stokes solver. The comparison is performed using

ONERA’s Cassiopée/Fast CFD environment implementing

high-performance flow solvers which rely on the same code

architecture and optimisation layers (see Figure 1).

MEANS AND METHOD OF COMPARISON

Firstly, the lattice Boltzmann method is compared to tra-

ditional finite-type Navier-Stokes schemes through von Neu-

ONERA’s FAST CFD environment

Cassiopée Pre-processing tools

CGNS management Meshing tools Block distribution

FAST CFD solver modules

FastS

Multiblock structured
finite-volume Navier-Stokes solver.

FastLBM

Multiblock structured
standard lattice Boltzmann solver.

Fast

General services for all Fast series solvers
Hybrid OpenMP/MPI HPC layer

Cassiopée Post-processing tools

Solution extraction Analysis tools CPlot : light plotter

1

Figure 1: ONERA’s Cassiopée/Fast CFD environment used

for the comparison between the lattice Boltzmann and Navier-

Stokes methods.

mann analyses. The latter consist in a linearisation of the

corresponding algorithm about a mean flow and allow to inves-

tigate the behavior of linear waves in terms of propagation and

dissipation. To do so, the von Neumann analysis introduced in

[4] is extended by taking into account regularised LB collision

models representative of those used for industrial-levels com-

putations. Moreover, recent advances in LB linear stability

analyses [6] set the path towards two-dimensionnal wavenum-

ber plane studies. By applying this idea to NS schemes,

isotopy defects are highlighted for both numerical methods

as shown on Figure 2. These defects are attributed to the

coupling between spatial and temporal discretisations.

The results obtained by means of the von Neumann analy-

ses are then validated through numerical test cases. The com-

putation of monochromatic acoustic and shear plane waves

gives an estimate of the number of points per wavelength re-

quired by each method to reach a certain error target. In

addition, test cases representative of canonical aerodynamic

problems such as a vortex convection (see Figure 3 for a

qualitative comparison) and a 3D Taylor Green Vortex are

considered. The influence of the LB collision model and NS

spatial and time-stepping schemes are thoroughly discussed

throughout the entire validation process.
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Figure 2: Dissipation error on the acoustic mode computed

through the von Neumann analysis in a fluid medium at rest.

Left : lattice Boltzmann BGK. Right: Navier-Stokes with 6th-

order centered optimised spatial scheme.
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Figure 3: Comparison of the vortex shape obtained by two

LBM and one NS computations after 5 advection cycles for

three different resolutions where N is the number of mesh

points per unit length.

Finally, the CPU performance of both solvers is studied.

The Roofline model [8], reformulated in “cell update” units,

is applied to the lattice Boltzmann and finite-volume Navier-

Stokes algorithms. Estimates about the maximum attainable

performance are obtained and the main bottlenecks of the core

loop of both solvers are evidenced.

Single-node scaling is performed and the measured perfor-

mances are confronted to the Roofline model estimates. A

“time to solution” metric is also introduced in order to fairly

compare the LB and NS methods. It is shown that, in contrast

to LB solvers, the ”time to solution” of NS schemes does not

only depend on the number of points per wavelength but also

on the CFL number.

The results of this extended comparison exhibit that a fluid

cell update is about two to three times faster with the lat-

tice Boltzmann method w.r.t the finite-volume Navier-Stokes

solver (see Figure 4). Regardless of the collision operator, the

LB solver is especially suited for acoustic applications, offering

speedups up to 10 compared to an LES-type NS solver.

On more “realistic” test cases such as a vortex convec-

tion or a 3D Taylor Green vortex, it is demonstrated that

good qualitative results can be obtained in competitive run-

times with lattice Boltzmann methods. The latter perform

outstandingly well for very low resolutions. However, for

highly accurate results measured through L2 or L∞ norms,

the finite-volume Navier-Stokes method outperforms the lat-

tice Boltzmann solver in terms of “time to solution”.
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INTRODUCTION

To respect current and upcoming environmental regula-

tions, aeronautical engine manufacturers are in constant need

of improving gas turbine efficiency. By increasing the pressure

ratio of the compressor, the overall efficiency is improved but

the temperature of the burnt gases in the combustion chamber

increases. Due to this increase, the walls of the combustion

chamber need to be cooled to preverse the integrity of the ma-

chine. To do so, walls are nowadays perforated by thousands

of submilimetric holes, allowing cooler air from the combustor

casing to transpire on the combustor side, creating a shielding

cold flow film along the wall [1]. The pressure drop between

the cold casing and the hot flame tube is the primary driver

of flow within each perforation. Due to the presence of the

flame or of geometric accidents (spark plugs, primary or di-

lution holes), the flow around the multiperforated plates in

combustion chambers is non-homogeneous.

Because of the high computational and engineer costs, the

Large Eddy Simulation (LES) study of a system equiped with

a resolved multiperforated plate is not suitable for real in-

dustrial applications. To reduce the costs associated with

multiperforations, Mendez and Nicoud [2] designed a homoge-

neous model to take into account the effect of multiperforated

plates in LES. The model consists in injecting the equivalent

mass and momentum fluxes by imposing a homogeneous mo-

mentum field on the plate boundaries. As a consequence of

the homogeneity, the geometry and the mesh lose their de-

pendency on the perforation arrangement and on the cell size,

leading to a reduction of both computational and engineer

costs. To correct the lack of heterogeneity and direction of

the injected flow, Lahbib [4] and then Bizzari et al. [3] pro-

posed a model based on the same assumptions but imposing a

heterogeneous momentum field on the plate boundaries. The

introduced Thickened Hole Model allows different mesh sizes

to be used, by locally increasing the projected hole diameter to

respect a given minimum number of cells per diameter while

conserving the mass and momentum fluxes.

In terms of method, the mass flow rate to be imposed on

the boundary condition is estimated by group of perforations,

by using ad hoc 1-D tools : each perforation of a given group

injects the same mass flow rate. This simplification is accept-

able until the flow around the multiperforated plate becomes

heterogeneous due to geometric acceidents or the presence of

the flame for example.

The first aim of the present study is to evaluate the be-

haviour of the flow near a multiperforated plate in the presence

of an obstacle, and assess the impact of this obstacle on the

mass flow rate distribution and the cooling efficiency. This

specific question is here addressed by performing a wall re-

solved LES including all the perforations and the presence of

an obstacle on the casing side. The second objective consists

in designing a mass flow rate model which properly accounts

for the flow disturbances induced by the obstacle.

LES SIMULATION OF A RESOLVED MULTIPERFORATED

PLATE WITH AN OBSTACLE ON THE CASING SIDE

The mass flow rate distribution through a multiperforated

plate is assumed to be dependent on the perforation geometry

and the local flow properties. Obstacles found in casings of

combustion chambers can therefore alter the flow and thus the

mass flow distribution. To evaluate the behaviour of such a

flow, a LES simulation of the flow around a multiperforated

plate subject to an obstacle on the suction side is performed.

The geometry described in Fig.1 presents a flow going from

left to right, separated by a multiperforated plate. An obsta-

cle is placed in the casing vein to create flow heterogeneity.

Flow and multiperforation charactaristics are set up to match

standart helicopter conditions.
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Figure 1: Domain geometry of multiperforated setup.

The mesh has been adapted with MMG3D using a LIKE
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[10] criterion to make sure that the main flow features of the

jetting flow downstream of each aperture are properly repre-

sented. The mesh obtained is made up of 110M tetrahedra.

The simulation is performed with the LES solver AVBP [5]

developed by CERFACS and solves the compressible Navier-

Stokes equations. The σ subgrid scale model of Nicoud et al.

[6] is used, along with a 2nd order Lax-Wendroff [7] numerical

convection scheme.

RESULTS AND DISCUSSION

As a result of the above mentionned simulation, different

instantaneous and time-averaged quantities are made available

in the entire domain, such as pressure, velocity or temperature.

Figure 2 shows for example the time-averaged mass flow rate

δṁ relative to the mean value, defined in Eq.(1), through the

multiperforation. This mass flow rate distribution is observed

to be no longer homogeneous since impacted by the obstacle,

with around a maximum of ±10% deviation.

δṁ =
ṁ− 〈ṁ〉
〈ṁ〉

(1)

with 〈ṁ〉 the average of mass flow rate over all perforations.
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Figure 2: Map of the time-averaged mass flow rate deviation

δṁ defined in Eq.(1) in the perforations.

Considering the flow inviscid, incompressible and steady,

Bernoulli’s equation is the standard starting point. The mass

flow rate model expressed Eq.(2) is assumed to be mainly

driven by the difference of the coolant total pressure and the

crossflow static pressure. The pressure losses occuring in the

perforation collapse into a discharge coefficient Cd, that appre-

hends the deviation from Bernoulli’s equation. As discussed

by Champion et al. [8] or Rowbury et al. [9], geometric pa-

rameters, flow conditions and in particular coolant Reynolds

number influence the value taken by the discharge coefficient.

ṁmod = Cd · S ·
√

2 · ρ ·
(
∆Pstat + Pdyn,suc

)
(2)

Thanks to the numerical databasis generated and discussed

briefly previously, a mass flow rate model can be evaluated for

the setup described in Fig.1. To do so and to improve the

accuracy of this modeling process, different quantities can be

considered from a time-averaged solution first. Results ob-

tained through this modeling step to be detailed can then be

compared with the time-averaged relative mass flow rate δṁ

defined in Eq.(1) and captured for each perforation, as shown

on Fig.3. As observed here, it is possible to obtain a model

for which a 1% maximum erorr is obtained if adequate infor-

mation is provided.
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Figure 3: Relative modeled mass flow rate fitting with relative

exact mass flow rate.

CONCLUSION

To understand the impact of an obstacle on the cooling

properties of a multiperforated plate, a high fidelity LES sim-

ulation has been performed. Thanks to this specific databasis,

an a priori mass flow rate model for such multiperforated

plates is demonstrated to be feasible. Results extracted from

the simulation will be discussed at the conference along with

the details of the model.
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INTRODUCTION

Aircraft design is a very complex and demanding field that

requires taking into account a large number of disciplines.

From an aerodynamic point of view, to cut down jet fuel

burnt implies the reduction of the drag. Recently, flow anal-

ysis techniques have been used to disentangle the complexity

of turbulence and in particular the intricacies of the near-

wall turbulence. However, most of the works performed so far

have been conducted on canonical cases such as plane turbu-

lent boundary layer, channel, and pipe flows (see for instance

[1, 2]).

In this work we propose to gain insight into the physics

of the turbulent boundary layer and the interaction between

coherent motions and drag by studying a more realistic con-

figuration close to the ones used in aircrafts. Specifically, we

will conduct simulations on the 30P30N three-element high-lift

wing. The model has both slat and flap deployed in a landing

configuration with a deflection of −30◦ and 30◦, respectively.

This high-lift wing has been used as a benchmark case for the

AIAA Workshop on Benchmark Problems for Airframe Noise

Computations (BANC), thus many contributions can be found

in the literature (e.g., [3, 4, 5]). Most of the numerical works

have been focused on the aeroacoustic noise from the wing but,

as far as authors knowledge is concerned, there are no studies

in the literature focusing on the interplay between coherent

structures, Reynolds stresses and the drag. Thus, here we

propose to identify key flow structures in the different zones

of the wing, and connect them with its aerodynamic perfor-

mance. By doing this we would like to answer the following

questions: i) Which are the characteristic energy-containing

structures and frequencies present in the different sections of

the wing, and which is the interaction between them?; ii) Can

we separate the structures so as to identify their contribution

to the Reynolds stresses and the viscous drag?

In the present work, the Reynolds number based on the

nested chord and the free-stream velocity is Rec = UrefC/ν =

7.5×105 and the angle of attack is AoA = 9◦. Although most

of the studies are conducted at higher Reynolds numbers, the

study presented here is at a relatively lower Reynolds num-

ber, which makes current simulations more affordable from a

computational point of view without losing generality.

MATHEMATICAL AND NUMERICAL MODEL

In this work, large eddy simulations (LES) of the flow are

performed by means of a low-dissipation finite element (FE)

scheme [6]. The basic idea behind this approach is to mimic

the fundamental symmetry properties of the underlying differ-

ential operators, i.e., the convective operator is approximated

by a skew-symmetric matrix and the diffusive operator by a

symmetric, positive-definite matrix. The chosen low dissipa-

tion FE scheme presents good accuracy compared to other low

dissipation finite volume and finite difference methods, with

the advantage of being able to increase the order of accuracy

at will without breaking the fundamental symmetry properties

of the discrete operators. A non-incremental fractional-step

method is used to stabilise the pressure. This allows for the

use of finite element pairs that do not satisfy the inf-sup condi-

tions, such as the equal order interpolation for the velocity and

pressure used in this work. The set of equations are time inte-

grated using an energy conserving fourth order Runge-Kutta

explicit method combined with an eigenvalue based time-step

estimator.

As for the LES, the Vreman [7] sub-grid scale (SGS) model

is used. This methodology is implemented into Alya code,

which is a multi-physics parallel code. For more details, the

reader is referred to [8]. For the coherent structures identifi-

cation, proper orthogonal decomposition (POD) is used. The

POD procedure characterizes the relevant states of a model by

a set of orthonormal basis functions, which correspond to the

leading eigenvectors of a covariance matrix constructed from

a set of computed solutions. The method of snapshots, intro-

duced by [9] as a manner to efficiently identify the POD basis

functions for large systems is here used.

RESULTS

The simulation have been conducted in a computational

domain with a radius of 10C in the x − y plane. Then, the

two-dimensional plane is extruded in the z-direction, which

has an extension of Lz = 0.1C, similar to the domains used

in previous computations. An unstructured mesh is used

with a y+ ∼ 1 along the whole wing. Computations have

been carried out over 30 time-units (TU = tUref/C) and for

computing statistics the last 16 time-units have been used.

The POD analysis has been performed using a total of 1600

snapshots (i.e., about 15.5 time-units), with a sampling of

∆tUref/C = 9.67 × 10−3 . In figure 1, the comparison of

the pressure coefficient distribution obtained with experimen-

tal results is presented. Notice that experimental results by

Pascioni et al. [4] and by Murayama et al. [3] were obtained

at Re = 1.7 × 106, whereas those by Klausmeyer et al. [10]



Figure 1: Pressure coefficient. Comparison with experimental

results from the literature at AoA = 9◦: Klausmeyer et al[10],

Murayama et al [3] and Pascioni et al[4]

Figure 2: Evolution of the temporal coefficients ai for modes

1, 3 and 5

were at Re = 5 × 106. Nonetheless, a fair agreement with

experimental measurements is observed. The temporal evo-

lution of the POD coefficients for modes 1, 3 and 5 and the

reconstructed streamwise and cross-streamwise velocity fields

for these modes are presented in figures 2 and 3. The longi-

tudinal structures arising from the shear layer in the slat can

readily be seen in the figure. These structures dominate in

the first modes of the cross-stream velocity fluctuations. In

the final version of the manuscript the complex interaction

between coherent structures in the slat cove with the main

leading edge, and their impact on the main boundary layer

development will be analysed and discussed in detail.
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tion of coherent structures in turbulent channels: char-

acterization of eddies and cascades,” Journal of Fluid

Mechanics, vol. 759, pp. 432–471, 2014.

[2] L. Agostini and M. Leschziner, “The connection between

the spectrum of turbulent scales and the skin-friction

statistics in channel flow at Reτ =1000,” Journal of Fluid

Mechanics, vol. 871, pp. 22–51, 2019.

[3] M. Murayama, K. Nakakita, K. Yamamoto, H. Ura,

Y. Ito, and M. M. Choudhari, “Experimental study

of slat noise from 30P30N three-element high-lift air-

Figure 3: Contours of the reconstructed streamwise and cross-

stream velocity fluctuation fields for modes 1, 3, and 5,

coloured by the velocity magnitude in the region nearby the

slat element

foil in JAXA hard-wall low-speed wind tunnel,” 20th

AIAA/CEAS Aeroacoustics Conference, no. June, 2014.

[4] “Aeroacoustic measurements of leading-edge slat noise,”

22nd AIAA/CEAS Aeroacoustics Conference, 2016,

no. September, 2016.

[5] Y. Jin, F. Liao, and J. Cai, “Numerical simulation of

30p30n multi-element airfoil using delayed detached-eddy

simulation,” Aiaa Aviation 2020 Forum, pp. 1–24, 2020.

[6] O. Lehmkuhl, G. Houzeaux, H. Owen, G. Chrysoken-

tis, and I. Rodriguez, “A low-dissipation finite element

scheme for scale resolving simulations of turbulent flows,”

Journal of Computational Physics, vol. 390, pp. 51 – 65,

2019.

[7] A. W. Vreman, “The filtering analog of the variational

multiscale method in large-eddy simulation,” Physics of

Fluids, vol. 15, no. 8, p. L61, 2003.

[8] M. Vázquez, G. Houzeaux, S. Koric, A. Artigues,
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INTRODUCTION

Wind energy plays a leading role as a renewable energy

source, especially in countries where the annual solar yield is

not very high. In 2019 more than half of the renewable en-

ergy supply in Germany was generated by wind turbines. The

blades of the rotor are the most important components for op-

timizing the performance. To construct special aerodynamic

profiles which possess large areas of low-resistance, requires

the understanding of the laminar-to-turbulent transition pro-

cess taking place at such profiles. That is a non-trivial task

since the rotor blades operate under atmospheric inflow tur-

bulence and partially in the wake of preceding wind turbines.

Furthermore, the Reynolds numbers are very high. In a first

step to predict these kinds of flows based on wall-resolved LES

with modeled atmospheric turbulence, a precursor study [5]

at a rather low Re number of 105 was carried out for a 20%

thickness airfoil corresponding to the experiment by Reich-

stein et al. [6]. Five different turbulence intensities (TI) were

studied. A laminar separation bubble roughly between 50 and

75% of the chord disappeared for higher turbulence intensities.

Depending on the TI level different transition modes (inflec-

tional instability vs. transition mechanism influenced by the

presence of streaks within the boundary layer) were found. In

summary, the results showed that the applied methodology of

wall-resolved LES with injected inflow turbulence works reli-

ably and provides physically meaningful results. In the present

study the Reynolds number is increased to Re = 106 which

is close to the real case. The objective is to understand the

transition scenario under varying inflow conditions.

APPLIED METHODOLOGY

Three main ingredients are required to investigate the effect

of the inflow turbulence on the transition process.

1. Simulation methodology

A wall-resolved LES relying on a dynamic Smagorinsky

model is used. The filtered Navier-Stokes equations are solved

based on a finite-volume method on block-structured grids,

which is second-order accurate in space and time [1, 2]. This

central scheme possesses low numerical dissipation, which is

important for LES and especially the simulation of transitional

flows. However, it is prone to numerical oscillations in case of

high Re. In Lobo et al. [5] a blended scheme with a high

percentage of the central difference scheme and a very low

percentage of an upwind scheme was found to be a good com-

promise. Presently, the shares are 95 % and 5 %, respectively.

The time marching within the predictor-corrector method uses

a low-storage Runge-Kutta scheme. A C-type grid consisting

of about 52 million control volumes is used. It is refined near

the wall with a wall-normal distance of the first cell center

of y+1st < 0.5. The streamwise resolution is ∆x+ ≤ 30 on the

suction side, ∆x+ ≤ 60 on the pressure side and ∆z+ ≤ 25 for

the spanwise direction satisfying the requirements for a wall-

resolved LES. The spanwise extension of the airfoil is only 6%

of the chord length c and resolved by 105 control volumes.

2. Synthetic turbulence inflow generator (STIG)

The method proposed by Klein et al. [4] is applied. It re-

lies on digital non-recursive filters which depend on statistical

properties. These spatial and temporal correlations and the

resulting length and time scales allow an adjustment to the

particular flow case. Appropriate inflow data are generated

by multiplying filter coefficients, which describe the two-point

correlations and the autocorrelation of the inflow turbulence,

with a series of random numbers. A required 3-D correlation

between the filter coefficients is achieved by convolution of the

three 1-D filter coefficients. Moreover, the cross-correlations

between all velocity components are taken into account guar-

anteeing the representation of realistic inflow data.

The generated inflow turbulence is anisotropic in nature

and follows the Kaimal spectrum. The input parameters of

the STIG are based on those suggested by the IEC-61400-1

standard [8]. However, the corresponding length scales are far

too large for the limited spanwise extension of the computa-

tional domain. Thus, they are scaled down to maintain the

anisotropic nature such that the eddies have a similar form

but not the same absolute size. The resulting maximal length

scales in the three directions normalized by the chord length c

are 0.211, 0.07 and 0.017, respectively. Note that the presently

applied STIG only allows to define one length scale per di-

rection. However, this disadvantage can be compensated by

superimposing the solutions of different length scales given by

the maximal length scale divided by the factor 2n (n = 1-10).

Based on the turbulence intensity TI, the ratios of stan-

dard deviations of the fluctuations in the different directions,

the normal Reynolds stress components can be determined for

the anisotropic case. Furthermore, a non-zero Reynolds shear

stress component u′w′ can be included by an estimation based

on the square of the friction velocity (uτ/u∞ ≈ 0.05).
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3. Source term concept of the STIG

Instead of applying the inflow data at the inlet, where the

grid resolution is coarse and thus leads to a strong damping

of small flow structures, a recently developed source-term for-

mulation [7] is applied as done in [3]. That allows to shift

the artificial turbulence injection closer to the airfoil, where

a higher resolution guarantees the correct development of the

flow structures. The source terms are superimposed to the

momentum equations in a predefined influence area upstream

of the airfoil. Based on a Gaussian bell-shaped distribution

the source terms are scaled within this influence area. The

streamwise dimension of this region is defined by the integral

length scale in main flow direction calculated with the help of

the integral time scale and the Taylor hypothesis [3, 7]. Thus,

all required parameters are directly coupled to the STIG.

SOME RESULTS

The profile considered corresponds to the section of the

LM 43P blade of a Senvion MM92 wind turbine [6] at a ra-

dius of 35 m and a relative thickness of 20%. Figure 1 shows

the distribution of the pressure coefficient cp and the friction

coefficient cf for the averaged flow field, where the averaging

is carried out in time over 8 dimensionless time units and ad-

ditionally in spanwise direction. The results of three different

turbulence intensities of the inflow (TI = 0, 0.6 and 4.5%) are

depicted. Obviously, a laminar separation bubble is observed

in the time-averaged flow field in case of no inflow turbulence.

In this case the pressure distribution on the suction side ex-

hibits a plateau indicating the presence of a separated flow

region between 50 and 55% chord. Accordingly, cf is nega-

tive in this range. Transition to turbulence is taking place

between 52 and 59% chord as indicated by the sharp drop and

then rise in cf followed by a reduction indicating a fully turbu-

lent flow. Analyzing the shape factor and the Reynolds shear

stress close to the wall (not depicted here) the laminar, transi-

tional and turbulent regimes can be clearly distinguished. For

visualizing boundary layer streaks, snapshots of the instanta-

neous streamwise velocity disturbance are depicted in Fig. 2.

At TI = 0% a spanwise roll of Kelvin-Helmholtz type is visi-

ble in Fig. 2(a) in the range 0.52 ≤ x/c ≤ 0.56 discerning the

laminar and turbulent regions.
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Figure 1: Distribution of pressure coefficient cp and friction

coefficient cf (suction side) at Re = 106 and α = 4◦.

Increasing the inflow turbulence intensity to 0.6%, no sep-

aration of the mean flow is observed anymore. Nevertheless,

in the instantaneous flow a temporary separation bubble is

still found. Overall, it is visible that transition to turbulence

moves upstream due to the added inflow turbulence. Bound-

ary layer streaks are generated as a response of the boundary

layer on account of the penetration of external disturbances.

The formation of these boundary layer streaks is visible in

Fig. 2(b) as elongated dark (slower than mean flow) and light

(faster than mean flow) longitudinal regions of the flow.

(a) TI = 0%

(b) TI = 0.6%

(c) TI = 4.5%

Figure 2: Snapshots of the instantaneous streamwise velocity

disturbance u′ for the visualization of boundary layer streaks.

Slices are taken at a wall-normal height corresponding to the

displacement thickness at 0.5% chord.

A further increase of TI to 4.5% shows only marginally

changes to the cp distribution in the region between 40 and

50% chord. An increase in cf indicating transitional flow is

not apparent in Fig. 1(b) as in the two previous cases. Thus,

a distinction between laminar, transitional and turbulent flow

is not as easy as before. No evidence of instantaneous separa-

tion is found which is probably due to the increased frequency

of streak formation within the boundary layer preventing the

formation of a separation bubble as seen in Fig. 2(c).

For further investigations on the mode and process of tran-

sition and the influence of the inflow turbulence on the bound-

ary layer receptivity, power spectral densities and profiles of

the Reynolds shear stress should be analyzed at different lo-

cations along the chord. These and other evaluations will be

included in the full paper.
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INTRODUCTION 

    Dispersed particle-laden flows are very often numerically 

computed by using the point-mass Euler/Lagrange 

approach. With regard to turbulence modelling, RANS 

(Reynolds-Averaged Navier-Stokes) closure methods are 

mostly applied. These methods are well established also 

accounting for full two-way coupling including momentum 

transfer between the phases as well as turbulence 

modulation, for example using the k- turbulence model 

(Sommerfeld 2017; Lain et al. 2002; Lain and Sommerfeld 

2003). However, in the case of inherently unsteady flows or 

if flow and particle transport are strongly governed by 

vortical structures LES is being increasingly applied to 

dispersed particle-laden flows (Kuerten 2016). 

 

LES-LAGRANGE COUPLING 

    In the majority of LES applications, particle transport is 

only considered to be governed by the resolved flow field. 

However, when considering very small particles, relevant 

for example in cyclone separators, the transport by the SGS 

turbulence has to be modelled accordingly. This of course 

depends on the filter settings or the grid resolution of the 

LES and hence the energy contained in the SGS turbulence. 

For that purpose a number of models are used for 

generating the SGS fluctuating velocities acting eventually 

on the particle (Kuerten 2016). In the approach introduced 

by Lipowsky and Sommerfeld (2007) a dynamic 

Smagorinsky SGS model was used and a single-step 

Langevin model is applied for generating the fluid 

fluctuating velocities (Lipowsky and Sommerfeld 2005), 

which will be also considered here. The required turbulent 

kinetic energy and the dissipation rate were obtained 

according to the Lilly (1967) model, which also allowed an 

estimate of the relevant time and length scales of SGS 

turbulence. The influence of the particle phases onto the 

SGS turbulence was considered through a modification of 

the turbulent viscosity (Lipowsky and Sommerfeld 2007). 

Such an approach was also considered in the case of 

dispersed bubbly flows (Sommerfeld et al. 2018), where 

both SGS turbulence dissipation and enhancement through 

wake effects were accounted for. Such an enhancement is 

more pronounce in bubbly flows, since here the bubble 

Reynolds number is normally much larger, yielding 

unsteady wakes (Lain et al. 2002). The applicability of this 

novel source term formulation for the turbulent kinetic 

energy was also validated for particle-laden flows (Lain and 

Sommerfeld 2003). 

In addition to an eddy viscosity approach for modelling SGS 

turbulence, also an additional transport equation for the 

SGS turbulence will be solved. Here the consideration of 

two-way coupling is more plausible compared to 

introducing a dispersed phase viscosity contribution. For 

bubbly flows the different approaches of “turbulence” two-

way coupling were compared by Taborda and Sommerfeld 

(2019). 

 

RESULTS CYCLONE SEPARATOR 

    In the present studies a small-scale reverse-flow cyclone 

separator is considered with a particle size spectrum being 

below about 20 m (Sgrott and Sommerfeld 2019). The 

cyclone consists of the main body with a cylindrical 

(diameter 290 mm) and conical part connected to the dust 

collector bin. The tangential inlet is a rectangular vertical 

slit and the exit pipe in the roof of the cyclone has a 

diameter of 50% of the cylindrical part and is immersed 

into the cyclone body for the same distance, being equal to 

the inlet slit height (see Figure 1). Various grid dimensions 

were considered in order to vary the degree of resolving 

vortices and turbulence. In Figure 1 two meshes are shown 

with 830k and 1300k control volumes. Near the walls of 



course mesh refinement is used. Besides the dynamic 

Smagorinsky SGS turbulence model, also simulations were 

conducted by solving for a k-transport equation. 

Normally, at least half a million parcels were tracked 

through the flow field for obtaining good statistical 

averaging. The forces acting on the particles were drag and 

gravity as well as transverse lift forces due to shear and 

particle rotation. 

A number of simulations were conducted for quantifying 

the effect of modelling SGS turbulence transport in particle 

tracking. This was done by comparing the numerically 

obtained collection efficiency curves. 

Finally, also the influence of different methods to account 

for two-way coupling on the cyclone collection efficiency 

was analysed. 

 
 

Figure 1: Structured grids used for a high efficiency 

Stairmand cyclone with body diameter Dc = 0.29 m and 

vortex-finder Ds = 0.145 m; left: coarser grid with around 

830,000 elements; right) refined grid with around 

1,300,000 elements. 
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Figure 2: Normalized (by the inlet velocity of 16.1 m/s) 

mean and RMS tangential velocity profiles in the middle of 

the cyclone for single-phase flow in the middle of a high 

efficiency Stairmand cyclone with Rein = 280,000; the 

symbols represent the experimental data from Hoekstra 

(2000), the red and blue lines are the numerical results for 

the coarser and finer mesh, respectively. 
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INTRODUCTION

The evolution of the particle size in turbulent particle-laden

flows is a complex phenomenon, which plays an important

role in various environmental (e.g., air pollution) and in-

dustrial applications (e.g., dry powder inhalers). The main

challenge for investigating such flows is the extensive range

of length and time scales to be dealt with, especially in the

case of turbulent flows. Thus, efficient and reliable methods

for numerically simulating particle-laden flows are of inter-

est. Namely, multiscale strategies, in which models derived

at different scales are combined to efficiently describe the

flow system, offer a practical alternative to expensive direct

methods. The present study demonstrates the viability of a

multiscale Euler–Lagrange technique for predicting the flow in

a lab-scale powder disperser while effectively describing the de-

velopment of the particle size. Of specific interest are breakup

processes taking place in turbulent flows due to fluid forces and

wall impact. For the latter models based on artificial neural

networks were developed.

APPLIED METHODOLOGY

The continuous phase is predicted in the Eulerian frame

of reference relying on the large-eddy simulation (LES) tech-

nique. The code applies the finite-volume method for block-

structured grids [1]. Furthermore, an efficient Lagrangian

tracking scheme is employed, which deterministically detects

inter-particle collisions [1, 2]. The collisions are handled based

on an extended hard-sphere model taking possible agglom-

eration processes into account [3]. Moreover, the effect of

subgrid-scale motions on the particles is accounted for and

the feedback effect of the particles on the carrier fluid is con-

sidered. Hence, the method is four-way coupled.

To maintain manageable computational costs, the detailed

structure of agglomerates is substituted by a single sphere

possessing an effective diameter. In this context, models de-

scribing the breakage of agglomerates due to fluid-induced

stresses [4, 5] and wall impacts [6, 7, 8] have been developed

and incorporated into the described simulation methodology.

ANN-BASED WALL-IMPACT BREAKAGE MODEL

In general, to fully describe a wall-impact breakage event

a model needs to provide descriptions for (1) the number, (2)

the size distribution, and (3) the post-impact velocity of the

arising fragments. The proposed model is data-driven and is

derived as follows. First, an extensive number of discrete el-

ement simulations (DEM) of single agglomerates impacting a

wall in a vacuum environment are carried out (see Fig. 1).

Wide ranges of different impact conditions are taken into ac-

Agglomerate Fragments

vimp,‖

nt

v
fr
cm,‖

β
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Θimp

vimp

v
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Figure 1: DEM wall-impact events used for generating a

database [7, 8] for training artificial neural networks [8].

count: Three silica powders distinguished by the size of the

primary particle (0.97, 2.47 and 5.08 µm), eight agglomerate

size classes ranging between 5 and 103, nine impact angles

between a flat and a normal impact, and a range of veloci-

ties able to reproduce the full spectrum of breakage from a

rebound of an intact agglomerate to a full disintegration.

Second, the results of the DEM simulations are quanti-

fied based on useful parameters allowing a further modeling.

Specifically, the number and the size distribution of the aris-

ing fragments are described in terms of the fragmentation ratio

(FR) and the fragment size parameters (ζi). Furthermore, the

collective post-breakage motion of the fragments is expressed

relying on the Weibull probability density functions (PDFs)

of the reflection angle α, the spreading angle β and the ra-

tio of the velocity of the fragment with respect to the impact

velocity of the agglomerate vratio (see Fig. 1). Additionally,

the ratio of the kinetic energy ERkin of the fragments to the

incident kinetic energy of the agglomerate is considered [6, 7].

Third, the relationships between the impact conditions and

the breakage parameters are approximated using two feed-

forward artificial neural networks (see Fig. 2). The first net-

work is trained to predict the number of fragments and the

particle size distribution, whereas the second network is de-

voted for learning the shape (k) and the scale (λ) parameters

of the Weibull PDFs as well as the the energy ratio ERkin.

The training is performed in MATLAB applying the Bayesian

regularization on the basis of the backpropagation algorithm

[8]. After a reasonable training performance is achieved, the

details of the trained networks are extracted and incorporated
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into the Euler–Lagrange code to be used during the simula-

tions.
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Figure 2: General setup of feed-forward artificial neural net-

work [8].

SOME RESULTS FOR A DRY POWDER DISPERSER

The design of the dry powder disperser and the flow set-

tings are inspired by the experimental study of Weiler [9]. The

configuration consists of a duct with a square cross-section

and a funnel protruding into the duct discretized by a block-

structured grid. The resolution of the grid in the near-wall

regions allows a wall-resolved LES. At the inlet of the main

duct, inflow data generated by an auxiliary simulation of a

single periodic duct are applied. Two different flow rates are

investigated: 25 norm-liter/min [low-Re case: Re = 8700] and

200 norm-liter/min [high-Re case: Re = 69,600]. At the top of

the funnel agglomerates each consisting of 100 silica particles

are discharged at a mass flow rate of 10 mg/s. The diameter of

a single primary particle is dpp = 0.97 µm. In earlier studies

[4, 5] the described Euler–Lagrange simulation methodology

was applied to investigate the deagglomeration due to fluid-

induced stresses in this disperser. However, breakage due to

wall impact was not considered since a corresponding model

was missing. Figure 3a depicts the typical flow field in the

device for the high-Re case by contours of the instantaneous

streamwise velocity at an arbitrarily chosen snapshot. As visi-

ble the funnel protrudes into the duct acting as an obstacle and

thus leading to a strong contraction of the cross-section. Con-

sequently, the flow is significantly accelerated below the funnel

generating strong shear layers. Furthermore, a recirculation

region is observed behind the obstacle. As a results, agglom-

erates reach the outlet of the funnel under the effect of gravity

and emerge with negligible streamwise velocities into the main

duct where they abruptly accelerate and pass through regions

of high shearing. That gives rise to breakup by mechanisms

such as the drag and the rotary stress as depicted in Fig. 3b

and 3c, respectively.

In the present investigation, the computations are repeated

while taking the wall-impact breakage into account. The mo-

tivation is to better explore the role of different breakage

phenomena and to attempt enhancing the agreement between

the numerically predicted and the experimentally measured

dispersion efficiency. The latter is defined in the reference

study [9] as the ratio of the median volumetric diameter dCD
50,3

of the high-end commercial disperser (CD) to the median vol-

umetric diameter dexp50,3 obtained in the considered lab-scale

funnel-duct disperser. These and other evaluations to analyze

the performance of the ANN-based breakage model will be

included in the full paper.

(a) u/Ub

(b) Breakup positions due to drag stress

(c) Breakup positions due to rotary stress

Figure 3: High-Re case: (a) Instantaneous streamwise velocity

u/Ub, (b) Breakup positions by drag stress and (c) Breakup

positions by rotary stress. The color levels describe the num-

ber of primary particles included in the agglomerate at the

time of breakage [5].
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INTRODUCTION

Pulsed jet actuators (PJAs) are a type of fluidic oscillators

that can be served as an active flow control device on lifting

bodies. PJAs are able to provide an unsteady periodic blow-

ing in a wide frequency range, which adds momentum to the

boundary layer to prevent separation, and thereby enhancing

the aerodynamic performances [1]. This kind of fluidic oscilla-

tor has no moving parts and induces the oscillation using only

its internal unsteady flow dynamics, which makes it attractive

in the industry given its robust design and installation [2].

The geometry of the PJA examined in this study is given in

Figure 1. In principle, a jet through a nozzle that is supplied

by a pressurized flow attaches on the side wall of one of the

branches due to the Coanda effect [3]. While the flow partially

exits from the actuator outlet located on the same side, the

bi-stable attached flow starts to fill the feedback loop with a

compression wave. Then, this wave is reflected from the con-

trol nozzle, and creates an expansion wave travelling back to

the branch exit. This back-and-forth traveling of the pressure

wave inside the loop causes pressure differences between two

branch exits as well as two control nozzles, which eventually

results in a detachment of the main jet [4]. Consequently, the

jet is switched quickly to the other side, and the same proce-

dure is repeated. The switching of the pulsed jet provides an

oscillatory blowing from the outlets.

The oscillation period, which is one of the critical design

parameter, is simply a combination of the travel time of the

pressure waves inside the feedback loops and the switching

time of the main jet. As the supply pressure and/or the

feedback loop length increase, the switching time becomes

negligible. For this scenario, some simple algebraic formu-

las suggested in literature can provide reasonable prediction

of the oscillation frequencies. However, the switching time

is still being a mystery. There have been very few stud-

ies focused on understanding the switching period, which are

mainly limited to subsonic nozzle jets [5]. Besides, most of

the numerical studies on this topic are based on unsteady

Reynolds-averaging Navier-Stokes (URANS) simulations. Al-

though URANS approaches could predict the frequency of the

oscillations having negligible switching time [4], they failed to

predict the magnitude of the exit velocity [4, 6], which is also

essential for the active flow control. In order to obtain internal

and external flow fields accurately, and to understand the un-

steady and highly compressible flow dynamics of the switching

phenomenon, a high-fidelity numerical analysis is required [7].

For this purpose, a high-order Large-Eddy Simulation (LES)

inside of the PJA used in [4], but having relatively short feed-

back loops is presented in this study. This abstract includes

the solver description, the computational setup, and the pre-

liminary results, respectively.

FLOW SOLVER AND COMPUTATIONAL SETUP

The numerical simulation is performed using a research

code, called MUSICAA (MUltiscale Solver In Computational

Aeroacoustics and Aerodynamics). The 3D filtered compress-

ible Navier-Stokes equations are solved by a wall-resolved LES

(WRLES) strategy that models the subgrid motions numer-

ically with a Regularization Term approach, i.e. without

using an explicit subgrid scale model. The inviscid fluxes

are discretized by means of 10th-order standard centred dif-

ferences whereas 4th-order is used for viscous fluxes. In or-

der to introduce a minimal amount of numerical dissipation

while ensuring computational robustness for compressible flow

simulations, the centered scheme is supplemented by a high-

order nonlinear artificial viscosity term, combining 2nd- and

10th-order derivatives approximated by standard central dif-

ferences. The activation of the low-order term rests on a

modified Jameson’s pressure-based shock sensor. A four-stage

Runge-Kutta algorithm is used for time integration and a 4th-

order implicit residual smoothing method is implemented to

enlarge the stability and allow the use of larger timesteps. The

curvilinear grid is taken into account by a coordinate trans-

formation. More details can be found in [8].

The computational domain covers both the internal and ex-

ternal fields of the PJA, from the inlet reservoir to the farfield.

Figure 1 shows the multiblock domain with structured grids.

A subsonic inlet boundary condition based on Riemann in-

variants is enforced at the inlet by specifying the ratios of the

inlet total pressure and temperature values to the freestream

static ones as 2.5, and 1.0, respectively. At the farfield bound-

aries, non-reflective boundary conditions based on linearized

Euler equations are applied. All walls are treated by no-slip

conditions. The 2D domain given in Figure 1 is extruded uni-

formly along the 3rd-direction where the faces are connected

by periodicity. The depth is chosen as 4.5 times of the noz-

zle exit width, considering the jet size which is limited by the

distance between the nozzle exit to the splitter edge as well as

the branch inlet widths. The mesh generation of each block is

started by taking the nondimensional wall distance as 1 wall

unit. The maximum streamwise nondimensional grid spacing

except the feedback loops is 30, whereas the spanwise one is

15. In the whole domain, the grid stretching ratios are no

more than 1.05. In total, the grid consists of approximately

25 million nodes.



Figure 1: Multiblock structured grid of the PJA. Every four

cells are shown. The subframe zooms the switching area.

RESULTS

The simulation is being performed using 508 processors,

each of which has a single domain with 30 × 30 × 30 grid

nodes. The time step is around 6.0 × 10−10 s, which cor-

responds to the maximum CFL number of 0.4. So far, the

simulation has been carried out only for two oscillation pe-

riods after the initial transients have left the computational

domain. Presented in Figure 2 is the instantaneous Mach

contours of the initial results representing the jet switching

from left to right. The flow is choked at the nozzle throat

at this inlet-to-outlet pressure ratio. The unsteadiness of the

switching process which includes the evolution of the recircu-

lation and separation bubbles can also be observed. Figure 3

shows the normalized pressure time history for one oscillation

period at the location of left loop center (see the blue point

in Figure 1). The results are compared with the experimental

data measured in the National Institute of Applied Sciences

of Toulouse. In general, the WRLES result is in fair agree-

ment with the measurements although some discrepancies are

observed which might be occurred due to the short simulation

time and a relatively coarse grid inside the feedback loops.

In addition, the oscillation frequency is computed as approx-

imately 1.1 kHz from both the numerical and experimental

data. In the final manuscript, a grid dependency study will

be demonstrated. Moreover, the velocity field exiting from

the outlets will be compared to hotwire measurements. Addi-

tionally, after obtaining the statistics for a sufficient time, the

effects of the turbulent structures on the switching mechanism

will be investigated in details.
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ABSTRACT

Many large eddy simulation (LES) studies of turbomachin-

ery flows focus on the low-pressure turbine (LPT) due to its

low Reynolds number regime of 105. To further reduce the

simulation costs, the assumption of a statistically 2D flow at

the midspan of a turbine blade is often made by applying peri-

odic boundary conditions in the spanwise direction. However,

a significant amount of the aerodynamic losses is generated

in the secondary flow regions influenced by the interaction of

endwall and blade boundary layers [1]. Hence, the next logical

step to evaluate the performance of the cascade is to conduct

3D simulations, including the endwall boundary layers, e.g. [2].

The MTU T161, considered in this work, is representative

of high lift low-pressure turbine airfoils used in modern jet

engines [3]. Its geometry and boundary conditions are in the

public domain and it has been the subject of both experimen-

tal [4] and numerical [5, 6, 7] investigations. The numerical

investigations have focused on operating points with a Mach

number of 0.6 and Reynolds numbers of 90,000 and 200,000

based on isentropic exit conditions. In contrast to the inten-

sively studied T106 LPT, this case features diverging end walls

at an angle of 12◦, such that the flow cannot be studied using

a simple spanwise periodic setup. The blades with a chord

length of c = 0.069935 m and an average aspect ratio of 2.65

are staggered at an angle of 61.72◦. The cascade is arranged

with pitch to chord ratio of 0.956. Müller-Schindewolffs et

al. [5] performed a direct numerical simulation of a section of

the profile in which the effect of the diverging end walls was

modelled using inviscid walls (termed quasi 3D, Q3D). Vari-

ous computations of the full 3D configuration were conducted

using high-order codes during the EU project TILDA [6, 7].

However, due to the specification of laminar end wall boundary

layers and no freestream turbulence at the inflow, no satisfac-

tory results could be obtained. With a full 3D LES including

turbulent endwall boundary layers and freestream turbulence,

we aim to provide a high quality reference dataset for this

configuration.

We use DLR’s flow solver for turbomachinery applications,

TRACE, to perform an implicit LES of the T161 LPT at a

Mach number of 0.6, a Reynolds number of 90,000 and an

inflow angle of α = 41◦. A kinetic-energy-preserving DG

scheme is used for spatial discretisation of the implicitly fil-

tered Navier-Stokes equations [8, 9]. The scheme is based on

the collocated nodal Discontinuous Galerkin Spectral Element

Method (DGSEM) on Legendre-Gauss-Lobatto nodes. The

anti-aliasing is performed by the split-formulation of Kennedy

and Gruber [10], cf. [11]. Due to the non-uniqueness of the so-

lution at the element interfaces, Roe’s approximate Riemann

solver is applied for the advective part and the viscous terms

are discretised by the Bassi-Rebay 1 scheme [12]. To advance

in time, a third-order explicit Runge-Kutta scheme of [13] has

been used. Resolved turbulent scales are injected at the in-

flow boundary using a synthetic turbulence generation (STG)

method based on randomized Fourier modes [14].

Our approach to specifying appropriate inflow boundary

conditions can be described as follows. We rescale a boundary

layer profile from publicly available direct numerical simula-

tion data (https://www.mech.kth.se/~pschlatt/DATA/, [15])

to the conditions in the wind tunnel and extract mean velocity,

Reynolds stresses, and a turbulent length scale. This leads to

a minimal adaptation length of the turbulent boundary layer.

Subsequently, an LES of finite length channel flow is used to

determine the position of the inflow plane with respect to the

blade leading edge to match the momentum thickness of the

boundary layer measured upstream of the blade. Once the dis-

tance of the inlet to the blade is known, we specify freestream

Reynolds stresses and a turbulent length scale in a way to

match the measured turbulent decay.

First results were obtained on a preliminary mesh of

312,424 hexahedral elements with a polynomial degree of 5,

resulting in 67.5 · 106 degrees of freedom (DOF) per equation.

Figure 1 gives an overall impression of the computational do-

main and the instantaneous vortex structures. Due the choice

Figure 1: Computational domain and vortex structures.
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Figure 2: Midspan blade pressure distribution (left) and wake pressure loss coefficient at x/cax = 1.4.

of λ2-contour value, the free stream turbulence can only be

seen as streamwise vorticity once it impacts the blade wall

boundary layer. Figure 2 shows the blade pressure distribution

(cp) and wake pressure loss coefficient ζ at midspan averaged

over 37 convective time units based on outflow velocity and

chord length. In addition, the 95% confidence interval of the

time-averaged quantities is displayed as a shaded area [16].

The Q3D DNS results [5] are plotted as a numerical reference.

The results confirm that the operating point of the experiment

is matched well and that the separation bubble and resulting

wake shape are consistent with both experiments and numer-

ical reference.

In the final paper, we will elaborate on the coupling of the

STG with our DG solver and discuss the procedure to ob-

tain appropriate inflow boundary conditions. The mesh will

undergo further refinement and mesh sensitivity will be anal-

ysed. Finally, we will discuss the various 3D secondary flow

structures resolved by this first fully 3D LES of the T161 with

proper turbulent inflow boundary conditions.

Geometry and reference experimental results are graciously

provided by MTU Aero Engines AG and the University of the

Armed Forces in Munich.
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INTRODUCTION

As global shipping emits more than 2% of all carbon dioxide

in the world, ways to reduce the fuel consumption of ships

have been gaining increased interest. One approach, that can

reduce the fuel consumption by up to 20% for large ships, is the

Flettner rotor, a rotating cylinder that uses the Magnus effect

to generate lift and effectively work as a sail. We illustrate a

so-called rotor ship that uses Flettner rotors in Figure 1.

While Flettner rotors have been considered in physical

experiments [1] and in numerical simulations based on the

Reynolds Averaged Navier-Stokes (RANS) [2], no direct nu-

merical simulation (DNS) of a Flettner rotor in a turbulent

boundary layer has been carried out. In the present work,

we utilize our new solver Neko, based on the spectral element

method, to carry out a large-scale, GPU-powered, DNS of

the flow around a Flettner rotor at reduced but yet relevant

Reynolds numbers.

Wind

Force

Figure 1: An illustration of a rotor ship which uses Flettner

rotors (in blue) in addition to conventional propulsion. We

highlight how the rotor and the wind coming from the side of

the ship generates a force directed forward.

NEKO

Our simulation is carried out with our new CFD solver

Neko, a solver that owes it homage to Nek5000, a spectral el-

ement code that has been largely acclaimed for its scalability

and accuracy for high-fidelity computational fluid dynamics.

Neko is based on similar numerical methods as Nek5000, but

differs in that it also accommodates modern computer archi-

tectures such as GPUs and has an object-oriented codebase

written in modern Fortran [3]. The equations under consider-

ation are the incompressible, non-dimensional, Navier-Stokes

(NS) equations:

∇ · v = 0,

∂v

∂t
+ v · ∇v = −∇p+

1

Re
∇2v + F

whereRe is a Reynolds number, v is the instantaneous velocity

field, p is the non-dimensional pressure, and F an external

forcing/source term. We integrate the incompressible Navier

Stokes in time using a spectral element method working on

hexahedral elements. The combination of this discretization

and a matrix-free approach to evaluate the linear system leads

to high accuracy, scalability and can accommodate complex

geometries. Neko uses the so-called PN −PN splitting to split

the pressure and velocity solve at each time step [4]. This

approach is convenient in part because of the small splitting

error and also because we do not need to introduce a staggered

grid for the pressure and velocity solve respectively.

The linear system that arises from the temporal and spatial

discretization is then solved using a Krylov subspace method

such as the generalized minimal residual method (GMRES) or

the conjugate gradient method (CG). An important aspect is

that for the pressure solve, as it is the main source of stiffness

in incompressible NS, we utilize an additive Schwarz multigrid

method with a coarse grid solve as a preconditioner.

We illustrate the strong scaling efficiency of our approach

in Figure 2 where we compare two state-of-the-art computer

architectures, the Nvidia A100 GPU and the AMD EPYC

7742 CPU.We observe excellent parallel scaling, enabling us to

perform large-scale DNS on modern heterogeneous computer

systems. Neko is under active development new features are

continually introduced.

32 64 128
Number of physical GPUs or CPUs

0.2

0.5

1

[s / time step]
Strong Scaling

Nvidia A100
AMD EPYC 7742

Figure 2: The strong scaling performance of Neko for our

Flettner rotor case on two different computing units. The

shaded areas correspond to one standard deviation.



Z

X

Figure 3: A zoomed-in visualization of the flow around our simulated Flettner rotor showing the x− z plane at y = 0.1h where h

is the height of the open-channel. We show the velocity magnitude where a lower velocity is darker violet and a higher velocity

becomes white then orange.

EXPERIMENTAL SETUP

The flow case under consideration is a Flettner rotor sub-

merged in a turbulent boundary layer. Our simulation setup

is an open channel with forced tripping upstream of the ro-

tor. We apply this forcing in order to trip the boundary layer

into becoming turbulent, reducing the size of the computa-

tional domain. The mesh is Cartesian with a block-structured

configuration. The mesh takes into account the resolution re-

quirements in the different regions and the flow physics. It

counts 930070 spectral elements, which turns into n ≈ 0.48

billion unique grid points as we use spectral elements of order

is N = 7. The flow is characterized by three non-dimensional

numbers

• the ratio between the half-channel height h and the cylin-

der diameter γ = h/D as a proxy for the boundary-layer

thickness

• the Reynolds number computed with the center-line ve-

locity ucl and the height h of the open channel: Recl =

uclh/ν, where ν is the kinematic fluid viscosity

• the ratio between the cylinder spinning velocity and the

center-line velocity α = usp/ucl.

In our initial simulation we set Recl = 30 000, γ = 10,

and α = 3. This choice of parameters aims to be close to

a real configuration when a Flettner rotor is used, but at a

lower Re as we consider DNS. At the inflow (x = −50D)

the Dirichlet boundary condition (BC) prescribes a turbulent

channel velocity profile with the power-law ux/ucl = (y/h)1/7.

Unlike the parabolic laminar profile, it is flatter in the central

part of the channel and drops rapidly at the walls. The rotor is

resolved in the mesh, and a Dirichlet-like BC is used as well,

prescribing the wall impermeability and setting a rotational

velocity uθ = usp = αucl with α = 3 and uρ = 0. We consider

a cylinder of length equal to the boundary-layer thickness in

the y direction, as a consequence symmetric mixex boundary

conditions are prescribed at the top surface (u · n = 0 with

(∇u·t)·n = 0). For the spanwise boundaries mixed conditions

allowing transpiration are used, similar to the open boundary,

but prescribing a Dirichlet condition for the velocity in the

non-normal directions.

INITIAL RESULTS

The Flettner rotor flow case is under active investigation

with each run taking a few days on 100 GPUs. We illus-

trate a snapshot of the velocity magnitude in Figure 3. Our

initial findings are that our computed spanwise lift coefficient

Cl = 7.464 is in excellent agreement with experimental data

from [1] where this coefficient was measured to be between 7

and 8 for the same α = 3. While our Re is smaller, the lift

coefficient does not seem to exhibit a high dependence on the

Reynolds number. For the drag, on the other hand, we have

that the drag coefficient Cd = 1.092 is highly dependent on the

Reynolds number. We observe that there is a strong interac-

tion between the rotor and the turbulent boundary layer. We

are currently actively analyzing our simulation data further.

At the conference we will present standard turbulence statis-

tics that can readily compare to field measurements. However,

the main benefit of DNS comes from the availability of the full

3D flow fields, which allows to perform various modal analyses

in order to identify the interaction between the boundary-layer

shear and the vortex shedding downstream of the rotating

cylinder. In particular, for future deployment of Flettner ro-

tors the question of more efficient designs is relevant, which

can be guided with simulation data as the current one. There-

fore, we will present the various coherent modes in the flow

case.
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INTRODUCTION

A new cooling concept of electric vehicle drives with high

power density is the rotor internal cooling. A turbulent pipe

flow enters a cylindrical cavity in the rotor with bigger radius

forming a jet. The flow is deflected in the cavity and leaves it

through an annular duct formed by the stationary pipe wall

on the inside and the rotor wall on the outside. This creates a

complex transitional flow. The basic effects of turbulence in-

tensification and damping by flow rotation are known in simple

configurations, such as a rotating pipe [2], [4], [5], but so far

have not been investigated in the present much more complex

flow situation. The general structure of the flow and the tur-

bulence properties will be compared for two cases: with and

without rotation. In specific areas the turbulence is enhanced

or reduced, which has significant impact on the heat transfer

in the cooling application.

SETUP

Fig. 1 shows the considered configuration. The flow enters

the domain through a stationary pipe with diameter d and a

length of Lp = 15d. The turbulence is activated by a tripping

force [6] near the inlet resulting in a developed turbulent pipe

flow with Re = 17640 at the outlet of the pipe based on the

bulk velocity Ub. The cylindrical cavity has a length of Lc =

5d and a diameter of D = 2R = (7/3)d. The annular duct

leading to the outlet of the domain has a width of s = (7/12)d

and a length of La = 12s. The outlet of the domain is located

in the outer wall at the end of the annular duct. A blue

coloring indicates walls rotating around the x-axis. The ratio

of the circumferential velocity of the wall to the bulk velocity

in the pipe is Ro = ΩR/Ub = 2.0 in the rotating case. When

a statistically stationary flow was reached, the time averaging

was started. The flow was averaged for about 18.5 revolutions

of the rotor wall, which is 4100 viscous time units of the pipe

flow.

NUMERICAL METHOD AND DISCRETISATION

The flow was simulated with the spectral element solver

Semtex [1], which solves the incompressible Navier-Stokes

equations in an axisymmetric domain using a cylindrical coor-

dinate system. The domain was discretised by 5253 elements

with a polynomial order of 10 in the meridional plane. With

such a grid the wall boundary layers are fully resolved for

the present physical parameters. In the circumferential direc-

tion a Fourier expansion with 240 modes was used. The time

integration was carried out with a third-order semi-implicit

scheme.

To stabilize the solver and account for the smallest turbu-

lent eddies a spectral vanishing viscosity (SVV) approach was

used. The radially shifted SVV kernel of Koal et al. [3] was

adapted and applied in circumferential direction. Local max-

ima of the additional dissipation generated by the SVV remain

in the same order of magnitude as the resolved dissipation.

The volume averaged ratio of the additional dissipation to the

resolved dissipation is about 12 %.

RESULTS

Fig. 2, top, shows the mean flow, averaged in time and

circumferential direction. A snapshot of the instantaneous

flow is presented below. When the jet reaches the back wall

of the cavity the fluid starts to rotate with the wall. Cen-

trifugal forces accelerate the flow in radial direction along the

back wall. The rotating boundary layer along the outer wall

remains very thin in the jet region (x ≥ 0.25Lc) since the

incoming non rotating fluid of the jet inhibits the rotation.

The turbulent shear layer of the jet causes high momentum

exchange. This results in a steep velocity gradient and en-

hanced turbulence production near the rotating wall. Fig. 3

shows a radial profile of the turbulent kinetic energy (TKE)

at x = 0.25Lc. Near the outer wall (r = R) a clear peak of

TKE is observed in the rotating case. On the other hand, the

TKE of the jet shear layer between r = 0.3R and r = 0.9R is

slightly reduced. Close to the pipe outlet (and annulus inlet)

the influence of the jet decreases and the rotating boundary

layer grows radpidly (x ≈ 0.2Lc). This causes an increase

of pressure at the rotating wall due to the centrifugal force.

The axial flow towards the annular duct is deflected radially

inwards by the high pressure area. This can be seen from the

streamlines in fig. 2, top.

In the annular duct the situation changes completely. The

flow rotates within the entire cross-section and the axial bulk

velocity is lower (Ub,a = 0.25Ub). The circumferential ve-

locity component is dominating the flow causing a strong

reduction of TKE as can be seen in fig. 4. Especially near

the rotating wall the flow laminarises. But even in the inner

half of the duct (r ≤ 0.75R), where the rotation is low, the

turbulence is significantly reduced.

The final contribution will show the turbulence properties

of the rotor internal flow in more detail. A better understand-

1
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Figure 2: Flow in rotating cavity with Ro = 2. Top: Streamlines and velocity magnitude of mean flow. Bottom: Snapshot of the

instantaneous velocity magnitude. Inflow pipe not shown.

ing of the mechanisms is crucial to develop optimized cooling

concepts. The specific enhanced or reduced level of turbulence

near the rotor wall is a key quantity in this respect. So far a

similar LES of this type of flow is not known to the authors.

REFERENCES

[1]Blackburn, H.M., Lee, D., Albrecht, T. and Singh, J. : Sem-

tex: A spectral element–Fourier solver for the incompressible

Navier–Stokes equations in cylindrical or Cartesian coordinates,

Comput. Phys. Commun., 245, 106804 (2019).

[2]Imao, S., Itoh, M. and Harada, T. : Turbulent characteristics of

the flow in an axially rotating pipe, Int. J. Heat Fluid Flow, 17,

444–451 (1996).

[3]Koal, K., Stiller, J. and Blackburn, H.M. : Adapting the spectral

vanishing viscosity method for large-eddy simulations in cylindri-

cal configurations, J. Comput. Phys., 231, 3389–3405 (2012).

[4]Nishibori, K., Kikuyama, K. and Murakami, M. : Laminarization

of turbulent flow in the inlet region of an axially rotating pipe,

JSME, 30, 255–262 (1987).

[5]Orlandi, P. and Fatica, M. : Direct simulations of turbulent flow in

a pipe rotating about its axis, J. Fluid Mech., 343, 43–72 (1997).
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Figure 1: Simulation domain. Radial direction enlarged by

a factor 2. Blue walls indicate possible rotation around the

x-axis. The vertical red lines A and B mark the position of

the profiles in figures 3 and 4, respectively.
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Figure 3: Profile of TKE in jet region at x = 0.25Lc (line A

in fig. 1). Comparison of rotating case (solid line) and non

rotating case (dashed line).
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INTRODUCTION

In this work we tackle the issue of defining a subgrid closure

model that, employed in a LES approach in the contect of ho-

mogeneous isotropic turbulence, exhibits correct scaling laws

in high order structure functions, encompassing intermittent

effects and energy cascade dynamics.

Due to the massive amount of data needed to reach con-

verged statistics of high order statistical moments, we consider

the simplified setting of Shell Models of Turbulence [2], re-

duced dynamical systems of Ordinary Differential Equations

that describe the dynamics of homogeneous isotropic turbu-

lence in Fourier space via a (small) number of complex-valued

scalars un, n = 0, 1, . . . ,∞, whose magnitude represents the

energy of fluctuations at representative logarithmically equi-

spaced spatial scales with wavelength kn = k0λn (usually

λ = 2).

Such models have been shown to reproduce, using a small

number of DOFs, the main features of the turbulent energy

cascade, including intermittency and anomalous scaling expo-

nents practically indistinguishable from the real ones [2].

METHODOLOGY

The challenge of subgrid closure in the context of the

shell model consists in resolving only a subset of the shell

variables, {un, n = 0, . . . , Ncut}, above an arbitrary subgrid

cutoff scale Ncut ≪ Nη , where Nη corresponds to the Kol-

mogorov scale (i.e. kNη is the wavelenght of the Kolmogorov

scale). This entails modelling the effects of the small scales

{un, n = Ncut + 1, . . . , Nη} on the large scales.

This problem has been recently adressed in [3], where it has

been formalized in terms of reduced systems of probability dis-

tributions, allowing a precise definition of an optimal subgrid

model, although practically intractable, and a series of sys-

tematic approximations, yet lacking relevant physical features

(correct scaling, energy backscatter).

Our method employs a novel custom-made Deep Learning

architecture comprising a classical 4th order Runge-Kutta in-

tegration scheme for the large scales of turbulence, augmented

with a Recurrent Artificial Neural Network to obtain the val-

ues of the fluxes to the small scales, modelling the subgrid

closure.

RESULTS AND CONCLUSION

Using this approach, we are able to reproduce, within sta-

tistical error bars, the intermittent behavior of high Reynolds

turbulent flows, obtaining the correct scaling laws for high or-

der Eulerian (Figure 1) and Lagrangian structure functions,

and outperforming classical physics based methods [3].

This work demonstrates the capability of Machine Learn-

ing to capture complex multiscale dynamics and reproduce

complex multi-scale and multi-time non-gaussian behaviors.

Generalizing our approach to 3d Navier-Stokes turbulence still

requires overcoming several challenges. These include having

to deal with many more subgrid variables to be modeled and

by the computational cost of producing enough high-quality

3d training data.
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Figure 1: Eulerian structure functions Sp
n vs. shell index n, in

lin-log scale, for orders p = 1, . . . , 10 and with subgrid cutoff at

shell n = 14, comparison between fully resolved model (FRM)
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INTRODUCTION

CFD codes that are used for industrial applications com-

monly use a collocated grid arrangement to calculate the phys-

ical flow variables. The main advantages of this arrangement,

in comparison to the staggered one, are the possibility to ex-

tend the solution domain to more complex geometries and a

more efficient data structure, which are both of great impor-

tance in industry. When using a central differencing scheme to

discretise the continuous operators of the Navier-Stokes equa-

tions, a wide stencil is obtained for the Laplacian operator.

This wide stencil, in turn, leads to a decoupling between odd

and even grid points of the pressure field that results from the

pressure Poisson equation. This decoupling can lead to non-

physical, spurious modes in the solution, a problem commonly

known as the checkerboard problem [1].

Generally, this problem is avoided by using a compact sten-

cil Laplacian. A method to do so was first developed by Rhie

and Chow [2]. This method solves the problem of decoupled

grid points and eliminates the possibility of spurious modes in

the pressure field. However, this method introduces nonphys-

ical, numerical dissipation of kinetic energy [2, 3]. This dis-

sipation disrupts the delicate interaction between convective

transport and physical dissipation, especially at the smallest

scales of motion. By doing so, it becomes impossible to cap-

ture the essence of turbulence, which is of high importance in

accurate LES and DNS simulations [4].

Many commercial codes favour the extra stability that this

method offers at the price of a lower accuracy. Unconditional

stability, however, can also be achieved by mimicking the

underlying symmetry properties of the continuous operators

of the Navier-Stokes equations, when discretising them. A

method that does this was developed for staggered Cartesian

grid arrangements by Verstappen and Veldman [4] and later

extended to collocated unstructured grids by Trias et al. [5].

Since the kinetic energy is conserved and stability is uncondi-

tional, using the method of Rhie and Chow comes at a higher

price and an alternative method should be sought after. One

method mentioned here is the one described by Larsson and

Iaccarino [6], in which the kernel of the discrete Laplacian op-

erator matrix is determined and used to eliminate the spurious

modes. However, on non-Cartesian grids, this method involves

performing a singular value decomposition (SVD), for which

the computational cost grows exponentially with the number

of grid points, as O(N3
grid), making this method nonviable for

industrial applications [7].

In this work a conservative solution to the checkerboard

problem will be examined by looking at the relation between

the connectivity of the mesh and the kernel of the discrete

Laplacian operator matrix. By understanding this relation

better, a prediction can be made for a set of vectors that span

the nullspace, and by projecting the pressure solution field

onto this nullspace, the spurious modes can be eliminated.

The relation between the mesh and the kernel will first be

examined, after which a method is developed to predict and

remove spurious modes, this method is then tested and com-

pared to the conventional Rhie-Chow interpolation method.

The new method could prove to be especially useful in the

field of magnetohydrodynamics, where a second Poisson equa-

tion for the electric potential has to be solved and stability

and conservative properties are important to accurately bal-

ance high opposing forces.

RELATION BETWEEN THE MESH AND THE KERNEL

Let the discrete wide stencil Laplacian operator be denoted

by Lc = MΓcsΓscG, which follows the discretisation of Trias

et al. [5] and is a chain operations: (1) face gradient, (2)

face-to-cell interpolation, (3) cell-to-face interpolation and (4)

divergence. The first thing to note is that the gradient at cell

i is given by:

[ΓscGϕc]i =
1

2 [Ωc]i,i

∑
f∈Ff (i)

[Ωs]f,f
ϕn − ϕi

δnf
nif

=
1

2 [Ωc]i,i

∑
f∈Ff (i)

Afϕnnif

(1)

because the sum of outward pointing face area vectors always

equals 0:

−
1

2 [Ωc]i,i
ϕi

∑
f∈Ff (i)

Afnif = 0 (2)

Therefore, the value in the central cell i does not contribute

to the gradient in the central cell itself. Similarly, the cell-

centered divergence at cell i is given by:

[MΓcsψc]i =
1

2

∑
f∈Ff (i)

(ψi +ψn) · nifAf

=
1

2

∑
f∈Ff (i)

ψn · nifAf

(3)



Again, the value in the central cell i does not contribute to the

divergence in the central cell itself. Lc is a sequence of both

operators and will therefore only potentially connect cell i to

cell k, if they share a neighbour j:

[Lc]i,k =
∑
j

1

4 [Ωc]j
(Ai,jni,j) ·

(
Aj,knj,k

)
(4)

If we use Aj,inj,i = −
∑

k ̸=i Aj,knj,k, then we can verify that

Lc should be negative-definite symmetrical, with columns and

rows summing to 0:

[Lc]i,i =
∑
j

1

4 [Ωc]j
(Ai,jni,j) · (Aj,inj,i)

= −
∑
k ̸=i

∑
j

1

4 [Ωc]j
(Ai,jni,j) ·

(
Aj,knj,k

) (5)

Figure 1: 2 disconnected cell groups in a regular triangular

mesh (left) and 2dim = 4 in a Cartesian mesh (right)

Now we can predict from equation (4) that an extra vec-

tor, in addition to the constant vector, is needed to span the

nullspace of Lc, if an odd-even parity can be established in

the mesh, as seen in figure 1. In the special case that the dot

product in (4) equals zero due to orthogonal faces, there will

not be any connection. Therefore, in Cartesian meshes, no di-

agonal connections exist and the number of disconnected cell

groups will equal 2dim, as will the rank of the nullspace of Lc.

(a) Conventional (b) Lc structure

(c) Deliberate (d) Block diagonalised

Figure 2: Representation of Laplacian matrix entries for a

Cartesian 6× 6 mesh, with cyclic boundaries

The disconnected groups can also be visualised with a block

diagonalisation of the Laplacian matrix. When using conven-

tional cell numbering, as seen in figure 2a, the disconnection is

not immediately apparent from the matrix in figure 2b. When

renumbering the cells deliberately, as done in figure 2c, the

separation is evident from the block diagonal matrix, figure

2d. This block diagonalisation is not possible for the compact

Laplacian. One final way to express this relation, in terms

of graph connectivity, is that the rank of the nullspace equals

the number of connected components in the graph Laplacian,

which is constructed using mesh connectivity. Since the con-

nectivity can be derived from the mesh and is tied to the kernel

of Lc, the spurious modes can be removed from the solution

while avoiding the high cost of the SVD.

COMPUTATIONAL VERIFICATION

A solver is developed with symmetry-preserving discretisa-

tion of the continuous operators [5], with optionally compact

or wide stencil Laplacian in the pressure Poisson equation.

A priori a set of nullspace spanning vectors will be predicted

from the mesh connectivity, so that spurious modes can be re-

moved in calculating the pressure field. A Taylor-Green vortex

and a turbulent channel flow, figure 3, will be used to verify

the method, by monitoring evolution of kinetic energy and the

presence of spurious modes. It is expected that the compact

stencil Laplacian will show numerical dissipation and that the

wide stencil Laplacian will show checkerboarding, whereas the

new approach solves both problems.

Figure 3: Channel flow with checkerboarding
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INTRODUCTION

A finite-volume discretization over unstructured meshes is

the most used formulation to solve Navier-Stokes equations

by many general purpose CFD packages codes as OpenFOAM

or ANSYS-Fluent. These codes work with collocated stencil

formulations, that is, once the equations are discretized, an

algorithm goes cell by cell computing the required quantities.

On the other hand, algebraic formulations maintain the

equations in matrix-vector form, and compute the required

quantities by using these matrices and vectors. A collocated

fully-conservative algebraic symmetry-preserving formulation

of incompressible Navier-Stokes equations was proposed by

Trias et. al. in [1], assuming n control volumes and m faces:

Ω
duc

dt
+C(us)uc = Duc − ΩGcpc, (1)

Mus = 0c, (2)

where uc ∈ R3n and pc ∈ Rn are the cell-centered velocity

and the cell-centered pressure, respectively. The staggered

quantities, such as us ∈ Rm are related to the cell-centered

quantities via an interpolation operator Γc→s ∈ Rm×3n:

us = Γc→suc. (3)

Finally, Ω ∈ R3n×3n is a diagonal matrix containing the cell

volumes, C(us) ∈ R3n×3n is the discrete convective operator,

D ∈ R3n×3n is the discrete diffusive operator, Gc ∈ R3n×n

is the cell-to-cell discrete gradient operator and M ∈ Rn×m

is the face-to-cell discrete divergence operator. The velocity

correction after applying the Fractional Step Method (FSM)

to the Navier-Stokes equations reads:

un+1
c = up

c − Γs→cGpn+1, (4)

where Γs→c ∈ R3n×m is the face-to-cell interpolator, which is

related to the cell-to-face interpolator via the volume matri-

ces Γs→c = Ω−1Γc→sΩs, and G ∈ Rm×n is the cell-to-face

gradient operator.

All the operators needed to formulate the equations can be

constructed using only five discrete ones: the cell-centered and

staggered control volumes (diagonal matrices), Ωc and Ωs, the

face normal vectors, Ns, the scalar cell-to-face interpolation,

Πc→s and the cell-to-face divergence operator, M. For more

details of these operators and its construction, the reader is

referred to [1]. Due to its simplicity, these operators can be

easily builded in existing codes, such as OpenFOAM [2].

The most popular open-source code used to solve Navier-

Stokes equations with LES modelization is OpenFOAM due

to its stability and robustness. However, as it was shown in

[3], this code introduces a large amount of numerical dissipa-

tion. In our opinion, this is not an appropiate approach for

DNS and LES simulations since this artificial dissipation in-

terferes with the subtle balance between convective transport

and physical dissipation. Hence, reliable numerical methods

for DNS/LES must be free of numerical dissipation (or, at

least, have an small amount), and, of course, unconditionally

stable, i.e. simulations must be stable regardless of the mesh

quality and resolution.

AN ENERGY-PRESERVING UNCONDITIONALLY STABLE

FSM

From our point of view, respecting the symmetries of these

differential operators is crutial in order to respect the physical

structure of the equations. For example, constructing G =

−ΩsM
T is essential to preserve kinetic energy [1], but it is also

mimicking the symmetries of the continuos level operators.

So, we do not only have physical arguments to do so, but also

mathematical ones.

The turbulence phenomenon arises from a balance be-

tween convective transport and diffusive dissipation. These

two physical processes are described (in its discrete form) by

C(us) and D, respectively. At continuous level, the convec-

tive operator is skew-symmetric, and the diffusive operator is

symmetric and negative-definite. If we retain these properties

at the discrete level (namely C(us) being a skew-symmetric

matrix, D being a symmetric negative-definite matrix and

G = −ΩsM
T ), the discrete convective operator is going to

transport energy from resolved scales of motion to others with-

out dissipating energy, as one should expect.

The utility of an algebraic formulation can be found, as an

example, in [4]. In that work, the matrix-vector formulation is

used in order to study the stability of the solution in terms of

the pressure gradient interpolation. To do so, the eigenvalues



of L − Lc were deeply studied (L = MG ∈ Rn×n is the

compact Laplacian operator whereas Lc = MΓc→sΓs→cG ∈
Rn×n is the collocated wide-stencil Laplacian operator), and

the cell-to-face interpolation that leads to an unconditionally

stable FSM turned out to be:

Πc→s = ∆−1
s ∆T

sc ∈ Rm×n, (5)

where ∆s ∈ Rm×m is a diagonal matrix containing the pro-

jected distances between two adjacent control volumes, and

∆sc ∈ Rn×m is a matrix containing the projected distance

between a cell node and its corresponding face. For details,

the reader is referred to [4].

With the construction of a reduced set of (algebraic) ker-

nels, these matrix operators can be constructed, along with

basic operations like matrix-vector product, and we can solve

the equations numerically using proper solvers.

PRELIMINARY RESULTS

In order to check the stability of the method, some tests

have been carried out with very coarse and very bad qual-

ity meshes. Figures 1 and 2 show an example of an air-filled

(Pr = 0.71) differentially heated cavity with aspect ratio 2

at Rayleigh number (based on the cavity height) of 106, re-

specting the symmetries of the operators and using (5) to

interpolate the pressure gradient:

Figure 1: (Top) Test mesh used to check the stability of the

method. (Bottom) Zoom at the top part of the mesh.

As you can see in Fig. 2, the method is stable, giving us

results and not blowing up the simulation. As we can expect

with such a bad quality mesh, the accuracy is not going to be

Figure 2: Temperature distribution obtained for Ra = 106.

very high. It is worth to mention that trying other interpo-

lations for the pressure gradient, such as using 1
2
weights will

blow up the simulation from the very beginning.

CONCLUSIONS AND FUTURE WORK

Respecting the symmetries of the differential operators at

the discrete level is essential to retain invariances from the

continuos level and preserve kinetic energy. Furthermore,

the interpolation of the pressure gradient from faces to cells

should be done with the correct interpolator (5) to obtain

stable solutions. The aim of this work is to solve Navier-

Stokes equations (1,2), from an algebraic point of view, while

preserving the symmetries of the differential operators [1]

and interpolating in the proper way the pressure gradient

[4]. To do so, we plan to study a set of DNS/LES cases

(Rayleigh-Bénard convection, Channel Flow...). The accuracy

and the preservation of energy due to the introduction of this

new interpolation will be tested. All the simulations will be

carried out on a new CFD code based on the fully-portable

algebra-based HPC2 framework [5].
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INTRODUCTION

Impinging jets are used in several industrial applications
such as heat exchangers. The design of these devices is es-
sential, as the high thermal loads they withstand can have
an impact on the product life-cycle. For the past decades,
Reynolds Averaged Navier-Stokes (RANS) simulations have
been used to predict the aerothermal response in these config-
urations. Yet the presence of two main flow regions before and
after impingement compromise the accuracy of the results [1].
Large-Eddy Simulation (LES) has become a valuable tool
for the simulation of turbulent and unsteady flows. Within
this framework, a scale separation is obtained by filtering the
Navier-Stokes equations. Hence, large scales are solved ex-
plicitly while the smallest ones are modelled. This numerical
method has particularly been used for the study of imping-
ing jets [2, 3, 4], due to its high accuracy at a reasonable cost
when compared to Direct Numerical Simulation (DNS), where
all the scales are explicitly solved. Yet, the design of the op-
timal grid is often a long and repetitive process, especially
for complex geometries. Recent developments regarding mesh
adaptation [5, 6, 7] have shown that targeting specific features
can improve results. In the present paper, a methodology for
the feature-based mesh adaptation based on the dissipation of
the mean kinetic energy (MKE) combined with specific near-
wall refinement is used [8]. An anisothermal high-Reynolds
number impiging jet of Re = 60000, �T = 130K and a nozzle-
to-plate distance H/D = 3 is considered for validation [4, 9].

MESH ADAPTATION METHODOLOGY

In his work, Bénard et al. [6] proposed a methodology to
adapt the grid based on two quantities called QC1, a Hessian-
based error on the mean velocity field, and QC2, a quantity
that targets the correct resolution of turbulent scales. This
approach allowed to control the final grid size and thus, the
computational resources used for the numerical simulation. In
Daviller et. al [5], a method for the mesh adaptation of swirl
flows based on the overall dissipation of the kinetic energy
was presented. The quantity used was the so-called LIKE cri-
terion, designed to adapt the mesh in complex geometries to
match the correct pressure loss. Yet, in this latter formula-
tion, no control of the final cell count was presented, and the

grid was refined until a posteriori mean flow quantities were
validated with experimental data.
This paper proposes to use the dissipation of the kinetic energy
to perform feature-based mesh adaptation with the quantity
QC3:

Qc3 = �2 2(⌫ + ⌫t)Sij Sij , (1)

With � and Sij accounting for the local cell size and the sym-
metric part of the strain tensor based on the filtered velocity,
respectively. The iterative mesh convergence approach con-
sists of a succession of simulations for statistical convergence
and a series of mesh adaptation steps. To ensure the correct
time average of QC3 in key regions, a dedicated methodology
based on a binary tree decomposition of the instantaneous
QC3(t) time signal is performed. Such a treatment is applied
to a set of probes located in regions of interest, e.g. the shear
layer, so that the statistical convergence of Qc3, both aver-
age and RMS, is guaranteed. Once converged, a refinement
ratio ⌧QC3 based on the time average of the dissipation of
the kinetic energy hQc3it is computed [6]. A series of con-
straints are then applied to ⌧QC3 in order to respect a set of
user-defined parameters, such as a minimal hmin and maximal
hmax cell size, a metric gradient hgrad to ensure the correct
transition from coarse to fine cells, and a targeted number of
elements on the adapted grid Nelem,target. On top of that, a
characteristic near wall refinement ⌧y+ based on the equiva-
lent non-dimensional wall unit y

+
WL is applied on boundaries

of interest such as the impinging plate to impose a maximal
value of y

+ [10]. The process is repeated until the adapted
grid respects all the user-defined constraints.

VALIDATION TEST CASE

The impinging jet studied by Grenson et al. [4, 9] is consid-
ered. The numerical domain consists of a cylindrical geometry
whose dimensions are given in Figure 1. A velocity profile pre-
sented in [3] is imposed at the inlet:

U(r)

Uc
= ↵

⇣
1�

2r

D

⌘1/7.23

, (2)

with a centerline velocity Uc derived from the bulk velocity
as Ub/Uc = 0.811 + 0.038(log(Reb) � 4). A rescaling co-
e�cient ↵ is used to guarantee the correct velocity flowrate

1



across the inlet. A homogeneous isotropic turbulence (HIT)
based on a Passot-Pouquet spectrum [11] is injected. The
latter is parametrized by a characteristic length Le = D/3
and a turbulence intensity of TI = 5%. All the simulations
are performed with the unstructured low-Mach number code
YALES2 [12] featuring parallel dynamic mesh adaptation [6]
with the MMG3D library. Due to the high temperature di↵er-
ence between the jet and the ambient air, a variable density
solver (VDS) is used for the present simulations [13]. Within
this approach, temperature and density are computed as from
a passive scalar Z 2 [0, 1], where 1 defines the hot air coming
from the jet and 0 then ambient air.

Figure 1: Domain dimensions - Left: Initial grid. Right: grid
after first adaptation.

The methodology is applied to an initial an homogeneous grid
of 7.7M elements. After a first adaptation, a first intermediate
grid M1 of 168M is obtained (see Figure 1). On this latter
grid, results are dramatically improved, as depicted by Figure
2 and Figure 3. The mesh is expected to be adapted until the
cell counts are close the Nelem,target ⇡ 500M elements.

M0 M1

Figure 2: Left: Initial Temperature field. Right: Temperature
on grid first adaptation.

M0 M1

Figure 3: Left: Initial velocity field. Right: velocity field on
grid first adaptation.

CONCLUSION AND PERPECTIVES

The proposed methodology is used to automatically refine
or coarsen the mesh of a high-Reynolds number anisothermal
impinging jet. To show the robustness of the methodology, the

whole process will be applied to a second initial grid with a
di↵erent initial discretisation. Velocity, temperature as well as
Nusselt number distribution will be compared with the avail-
able numerical and experimental data of Grenson et al. [4, 9].
Such a case will later be used as a reference benchmark to per-
form anisotropic mesh adaptation with the MMG3D library
and see the possible improvements.
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INTRODUCTION

In coastal engineering, the description of wave transmission

and attenuation through rubble-mound breakwaters requires

a model for the wave-induced flow inside the pore space of the

breakwater [9, 14]. Extensive experimental investigations of

oscillatory porous media flow were performed [3, 6, 13] in or-

der to determine the coefficients of the unsteady Forchheimer

equation [5] which relates the superficial velocity and the pres-

sure gradient. These coefficients do not solely depend on the

geometry, but they vary with time or frequency [2, 3, 13],

raising doubts about the validity of this equation.

In order to gain insight into the flow physics and to obtain

a high-fidelity data base for modelling, we simulated the flow

through a hexagonal close-packed arrangement of spheres with

uniform diameter d driven by a sinusoidal pressure gradient

fx sin(Ωt)~ex. The flow problem is governed by two indepen-

dent parameters: the Hagen number Hg = fxd3/(ρν2) and the

Womersley number Wo =
√

Ωd2/ν. We define the Reynolds

number as Re = max 〈u〉s d/ν with the superficial velocity

〈u〉s =
1

LxLyLz

∫
Vf

udV (1)

where Lx, Ly , Lz are the domain sizes and Vf is the fluid

volume . We performed a direct numerical simulation (DNS)

at Hg = 108 and Wo = 100 resulting in Re = 1090 and a

large–eddy simulation (LES) at Hg = 109 and Wo = 100

resulting in Re = 3500. Both simulations lie within the range

of the experiments of Hall et al. [3].

In this contribution, we investigate the temporal behaviour

of the superficial velocity and relate it to characteristic events

in the instantaneous flow fields. We present instantaneous ve-

locity fields which, despite the strong confinement of the flow,

exhibit features that are predominantly found in external bluff

body flow. For instance, the flow has a boundary layer struc-

ture and shows massive flow separations. The high frequency

of the forcing leads to a strongly varying turbulence intensity

over the course of the cycle.

METHODOLOGY

Numerical method

Our in-house code MGLET [8] solves the incompressible

Navier-Stokes equations on a staggered Cartesian grid us-

ing a finite volume discretisation with second-order central

Figure 1: Time series of the superficial velocity at Re = 1090

(blue) and Re = 3500 (red). The crosses mark the time of

the instantaneous fields presented in figure 2. The reference

velocity was obtained from the steady state correlations of [7].

differencing. A third-order explicit Runge-Kutta scheme is

employed for the time integration. The no-slip boundary con-

dition on the spheres is enforced using an immersed boundary

method [11]. For the LES the sub-grid stresses are formulated

with the WALE viscosity model [10].

Domain and grid

The domain size was chosen as Lx = 2 d, Ly =
√

3 d and

Lz = 2
√

6/3 d with triple periodic boundary conditions. The

domain contains two spheres in every lattice direction and

every pore is repeated eight times. For their DNS of stationary

turbulent flow, He et al. [4] found that a domain of equal

volume ”showed little variation in statistics compared to a

larger domain.”.

At Wo = 100, the flow belongs to the high frequency regime

and features very thin boundary layers and high velocities near

the contact points of the spheres. Thus, a higher resolution

than in stationary flow is required. The flow was simulated

with a resolution of 384 and 768 cells per diameter (cpd) for

the DNS at Re = 1090 and 384 cpd for the LES at Re = 3500.

RESULTS

Superficial velocity

The time series of the superficial velocity is plotted in fig-

ure 1. For both Reynolds numbers, the amplitude of 〈u〉s
1



(a) at the maximum superficial velocity (Ωt = 8.3)

(b) during deceleration (Ωt = 9.3)

Figure 2: Instantaneous velocity magnitude of the simulation

at Re = 1090 and Wo = 100. The colours are chosen based

on the maximum superficial velocity 〈u〉s.

lies within 2% of the steady state value obtained from the

correlations of Macdonald et al. [7]. This is in line with the

observation of Hall et al. [3] that ”the Forchheimer unsteady-

stationary flow law described the oscillatory measurements

well when velocities and energy losses were maximum”. Based

on the time of the zero crossings, the superficial velocity lags

behind the sinusoidal forcing by a phase angle of 0.2π at

Re = 1090 and of 0.1π at Re = 3500. At Re = 3500 the

superficial velocity shows a strong acceleration followed by a

low acceleration plateau. The instantaneous velocity fields in-

dicate that this change is caused by flow separations at the

contact points and an increase in turbulence intensity.

Instantaneous velocity fields

The spatial distribution of the velocity magnitude for Re =

1090 at the maximum superficial velocity and during the de-

celeration is displayed in figure 2. The most prominent feature

of the flow is the separation at the contact points between the

large pores. Due to the confined pore space, the flow around

the separation bubble is concentrated into two jets that are

diverted towards the wake by the spheres bounding the pore.

The flow topology appears similar to the results of Sakai &

Manhart [12] for stationary turbulent flow. Inside the separa-

tion bubble we can observe some complicated vortex structures

which disintegrate into turbulence in the course of the cycle.

Whereas the velocity field is quite smooth at the end of the

acceleration phase, a lot of small vortical structures appear

during the deceleration. This behaviour is common in oscilla-

tory flow [1]. For Re = 3500 (not shown), the flow topology is

similar, but a high turbulence intensity can be observed over

most of the cycle.

CONCLUSION

We performed DNS and LES of a turbulent oscillatory flow

through a hexagonal sphere pack at Re = 1090 and 3500,

respectively, with Wo = 100. An investigation of the super-

ficial velocity and of instantaneous velocity fields shows that

a separation occurs at the contact points of the spheres that

significantly alters the behaviour of the flow. At Re = 1090

turbulence can be observed mainly during the deceleration

phase whereas at Re = 3500 turbulence can be observed over

a longer part of the cycle.
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INTRODUCTION

Navier-Stokes equations in two dimensions constitutes a

fundamental model for numerous physical phenomena. Most

notable examples are large scales dynamics of oceanic and

atmospheric flows. In the limit of vanishing viscosity, two-

dimensional fluid dynamics is characterised by an infinite

number of first integrals, i.e., the integrated powers of vor-

ticity. This set of constraints has profound effects on the

energy transfer mechanisms across scales of motion, e.g., the

double energy cascade, absent in three dimensions, theorised

by Kraichnan [1]. It is therefore natural to embed these

fundamental properties of the continuum into the numerical

algorithm used for the simulation for the corresponding dis-

crete system.

In this work we will present recent developments in

structure-preserving methods for fluid dynamics in two dimen-

sions. In particular, we will illustrate a recently developed

efficient and scalable Lie-Poisson integrator for flows on the

sphere based on [2]. For extremely large discrete systems,

however, the latter method becomes unfeasible. For such

cases, we propose a constrained pseudo-spectral method en-

abling to capture important invariants of the motion while

retaining more favourable computational complexity. Empha-

sis will be given to the construction of the numerical method,

the description of the main algorithms and their parallelisa-

tion. Furthermore, an illustration of fundamental geophysical

flows, such as two-dimensional turbulence on the sphere, will

be provided.

LIE-POISSON INTEGRATOR

Geometric integration for fluid systems has been elu-

sive, owing to the high computational complexity of estab-

lished geometric integrators. Nevertheless, recent advances in

structure-preserving integration [2] have laid down the basis

for direct numerical simulation of realistic flow models. The

geometric description of fluid dynamics arises when character-

ising the motion of inviscid fluid parcels on general manifolds.

Here, we describe the approach for the incompressible Eu-

ler equations. Addition of viscous dissipation and forcing

can be accounted for in the same manner proposed in [4],

also described in our recent work [5] for homogeneous two-

dimensional turbulence. In terms of vorticity ω, Euler’s equa-

tions can be written as{
ω̇ = {ψ, ω},
∆ψ = ω,

(1)

where {·, ·} is the Poisson bracket, defined as

{ψ, ω}(x) = x · (∇ψ ×∇ω), (2)

for any x on the surface of the sphere S2, ψ the stream func-

tion and ∆ the Laplace-Beltrami operator. System (1) admits

an infinite number of first integrals, called Casimir functions,

corresponding to integrated powers of vorticity

Ck(ω) =

∫
ωk, k = 1, 2, . . . (3)

In other words, functions (3) are invariants of motion. A dis-

cretisation that preserves these invariants can be constructed

from a Lie algebra of N ×N complex matrices which approx-

imates the Poisson bracket (2) by the matrix commutator [6].

The resulting discrete system can be written analogously as:{
Ẇ = [P,W ]

∆NP = W,
(4)

where ∆N is the discrete Laplacian while W , the vorticity ma-

trix, and P , the stream matrix, are skew-Hermitian traceless

matrices. As noted in [6], traces of powers of W ,

Ck(W ) = Tr(Wk) for k = 1, . . . , N, (5)

are conserved by system (4). This is the discrete analogue of

conservation of Casimirs, i.e. integrated powers of vorticity in

the continuum.

A key property of system (4) is that it evolves such that the

eigenvalues of W are constant over time. This property is re-

ferred to as isospectrality [9]. Conservation of the spectrum of

W is equivalent to conservation of the Casimir functions (5).

In [2], a class of Lie-Poisson integrators for isospectral flows

was derived. A particularly simple integrator in this class

(adopted in this work), is characterised by a low count of ma-

trix operations per time-step [7]. Here, we have reformulated

the latter method to work efficiently on modern supercomput-

ers. Fig. 1 shows a scaling test conducted on a problem of



102 103

100

101

Figure 1: Computational time per time-step as a function of

the number of cores for N = 4096, using MPI parallelisation

(solid line), hybrid MPI parallelisation with 12 threads (dash-

dotted line) and hybrid MPI parallelisation with 24 threads

(dashed line). Linear scaling is shown as a reference by the

dotted line.

matrix size N = 4096, demonstrating the feasibility of this

geometric integrator.

APPLICATION

In this section we illustrate the capability of the developed

numerical method by simulating the discrete Euler equations

(4) for N = 2048. At the initial time, modes of spherical

harmonics of degree 2 ≤ l ≤ 20 are given a random value of

approximately the same magnitude. The system then evolves

for a total of 106 time-steps corresponding to 200 time units.

For this simulation 512 cores were employed. A qualitative il-

lustration of a typical vorticity field is shown in Fig. 2. From

Figure 2: Illustration of vorticity field on a sphere. Colours

range from blue corresponding to ω = −0.8 to red correspond-

ing to ω = 0.8.

an initial random distribution of vorticity in spherical harmon-

ics space, the flow evolves into well recognisable large-scale

vortical structures. At the same time, owing to non-linear in-

teractions, part of the energy injected at larger scales flows

toward the high-wave number end of the spectrum. This is

further illustrated in Fig. 3 where we present the evolution

over time of the kinetic energy spectrum. We observe that en-

ergy is transferred to small scales where an approximate l−3

scaling is established. The −3 exponent is consistent with the

theory of Kraichnan [1] on the direct cascade of enstrophy of

100 101 102 103
10-10

10-8

10-6

10-4

10-2

100

Figure 3: Kinetic energy spectrum scaled by the mean kinetic

energy K as a function of the spherical harmonic index l at

different times: t = 10 (black line), t = 60 (blue line), t =

100 (green line) and t = 200 (red line). The l−3 scaling is

represented by the dashed black line.

two-dimensional turbulence, extensively investigated numeri-

cally [8] and recently also revisited in [5].

OUTLOOK

A computationally efficient and scalable geometric integra-

tor for Lie-Poisson flows on the sphere has been proposed.

This enables explicit conservation of the integrated powers

of vorticity in the two-dimensional Navier-Stokes equations in

the limit of vanishing viscosity. The structure-preserving core,

in combination with computational efficiency make this tool

valuable for numerical studies of long-time behaviour of com-

plex geophysical flows. At much larger matrix sizes N than

those investigated here, the geometric integrator becomes un-

feasible owing to the O(N3) complexity of the computation of

the commutator. As a complementary study, we will consider

reducing the computational complexity to O(N2 log(N)2),

by applying a pseudo spectral method, while still retaining

conservation of important Casimir functions. This will be

achieved by enforcing a suitable constraint on the Euler equa-

tions (1).
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INTRODUCTION

For incompressible, turbulent flows at a low Mach number,

when the buoyancy effects are dominant, the variations in den-

sity are substantial and, in fact, dominate the flow physics.

In these flows, the scalar field (temperature, density, or con-

centration) cannot be considered a passive variable. In pure

buoyancy-driven flows such as turbulent plumes, the scalar

gradients are coupled to the momentum through the buoyancy

term (density-gravity term) as a source term in the momentum

equation.The focus of this work is to understand the dynam-

ical interactions between the thermodynamics and the flow

in the generation of turbulence and the transport processes

in buoyant plumes.Buoyancy-generated turbulence processes

with substantial density variations within the flow are critical

in applications such as thermal convection in the atmosphere;

wildland smoke plumes; mixing of different density fluids in

an acceleration/gravitational field. In the present work, we

analyze the transport processes of Reynolds stresses, the tem-

perature variance and density variance in the axial and the

horizontal direction, along with the spectral analysis of TKE,

temperature and density fluctuations to understand the key

mechanisms that contribute to turbulence production, trans-

port and mixing processes.

A large-eddy simulation tool has been used to simulate

heavier- and lighter- than air plumes released from a circular

heated source for high Re. Figure 1 shows the buoyant plume

released from a circular source at high Reynolds number. This

is a representation of turbulent buoyant plume in which the

Q-criterion is plotted. A buoyancy source at the bottom of

the domain generates an upward buoyancy flux which induces

entrainment of the ambient fluid as the plume rises. Turbu-

lence velocity fluctuations and temperature fluctuations are

generated by the plume. The budget equations are developed

using a Favre-averaging approach. The study focuses on ad-

dressing key questions - Does the turbulence kinetic energy

(TKE) spectra follow the classical inertial −5/3 spectra or is

there a buoyancy regime with a different scaling law. Fun-

damental pathways for generation of turbulence through both

velocity fluctuations, temperature and density fluctuations are

discussed.

SECTION METHODOLOGY

Large eddy simulation (LES) within a weather research and

forecasting (WRF) model was developed and validated to sim-

ulate thermal buoyant plumes. The governing equations are

the compressible Euler equations with eddy viscosity and grav-

itational forces as follows:

∂ρ

∂t
+

∂ρui

∂xi
= 0,

∂ρui

∂t
+

∂ρujui

∂xj
= −

∂p

∂xi
+

∂τij

∂xj
− δ3iρg,

∂ρθ

∂t
+

∂ρujθ

∂xj
=

∂

∂xj
ρµt

∂θ

∂xj
− δi3

h0g

Cp
,

∂ρqm

∂t
+

∂ρujqm

∂xj
=

∂

∂xj
ρµt

∂qm

∂xj
+Qp,

∂ρK

∂t
+

∂ρujK

∂xj
= µt

(
∂ui

∂xj
+

∂uj

∂xi

)2

− µtN
2 − ρ

CK3/2

l
,

(1)

where ρ is the mixture density, ui is the velocity compo-

nent at i direction, θ is the potential temperature, qm is the

mass fraction of m-th species, and K is the modeled TKE.

p is the pressure, τij is the modeled stress tensor given by

τij = µt(∂jui + ∂iuj − (2/3)δij∂kuk, δ is the Kronecker delta

function, Cp is the specific heat capacity at constant pres-

sure, and h0 is the heat flux at the source. The gravitational

term g is considered as a body force, which acts in the neg-

ative vertical direction. The eddy viscosity, µt, is defined as

µt ≡ Ckl
√
K where Ck = 0.1 and l is a length scale given

as l = min[(∆x∆y∆z)1/3, 0.76
√
K/N ] if N > 0, otherwise

l = (∆x∆y∆z)1/3. Brunt–Väisälä frequency, N , is computed

as N2 = (g/θ)∂3θ. Ideal gas is assumed in the equation of

state, and therefore, potential temperature can be related in

the equation of state, p = p0(ρRθ/p0)γ , where R is the specific

gas constant and γ is the specific heat ratio. In the following

discussion, horizontal and vertical velocities, u1 and u3, will

be presented as u and w. For the spatial directions x1 and x3,

they will be replaced by x and z.

CASES

The physical problem that is being investigated in this

study is as follows: The physical domain is filled with ambient

fluid that is at rest and maintained at a constant tempera-

ture. A circular region of the source at the bottom boundary

with diameter D(= 400m) is heated with a constant surface

heat flux (ho). The heating causes a temperature difference

between the surface and the ambient fluid and convection is

initiated ( see Fig.1). In this work, three different gases are

studied: heated air (thermal), heated methane (CH4) and

heated sulfur dioxide (So2). In addition to the surface heat

1



Case 1 2 3 4 5 6 7

species air air air air air CH4 SO2

R 287 287 287 287 287 159 638

h0 (kg · s−3) 4.4E-4 8.8E-4 1.3E-3 1.8E-3 2.4E-3 2.4E-3 2.4E-3

∆ρ 0.988 0.977 0.972 0.967 0.961 0.979 0.971

g′0 (m · s−2) 0.082 0.145 0.185 0.237 0.272 0.189 0.061

l∗ 0.31 0.32 0.35 0.37 0.37 0.7 0.5

z∗ 1.62 1.63 1.63 1.75 1.75 6.35 2.08

Re 6.02E7 9.12E7 1.15E8 1.33E8 1.47E8 7.00E7 5.38E7

Ret 9.9E5 1.7E6 2.0E6 2.1E6 2.2E6 1.66E6 1.64E6

Fr 1.091 1.089 1.110 1.141 1.149 1.149 1.1629

Table 1: Scaled parameters of the source and the plume: R

is the specific gas constant, h0 is the heat flux of the source;

∆ρ = (ρ0 − ρ∞)/ρ∞ is the density difference betweeen the

source (ρ0) and the ambience (ρ∞); g′0 is the initial reduced

gravity at the source defined as g′0 = (T0 − T∞)g/T0 where

T0 is the temperature at the source and T∞ is the ambient

temperature; z∗ is the streamwise location of maximum mean

velocity normalized by D; l∗ is the half width of the plume

at z∗ normalized by D; Re = wl∗D/ν at x∗
3 with viscosity

obtained from air temperature while Ret is calculated based

on the eddy viscosity at z∗; Fr = w/
√

g′0D at z∗.

flux, for CH4 and SO2 cases, the gases are released with a

constant surface density flux at the source. Chemical reac-

tions and phase change are not considered in the presented

simulations.

The simulations have been performed for 7 different cases.

The details of the cases are provided in Table 1.

SECTION ANALYSIS

The existence of buoyancy regime has been identified for

both thermal and gas plumes[1]. Using the LES database,

we will present the results for the scaling, budget and spec-

tra of turbulent kinetic energy, thermodynamic variables and

their cross-relations within turbulent buoyant plumes. To as-

sess the generality of the fundamental investigations, the heat

source with a range of thermal flux conditions will be pre-

sented. The different heat fluxes result in different values of

Reynolds number, and effects of released heat are discussed

through the dimensionless number. Besides thermal plumes,

additional heated methane and heated sulfur dioxide released

from the source were also included in the studies for a com-

prehensive discussion. Turbulent fluctuations exist in a wide

range of scales. As the axial dilatation is identified of being the

mechanism that contributes to thermodynamic fluctuations in

the buoyant plumes, it is important to identity at what scales

does the interaction occur. We have analyzed the spectra of

mass and heat flux, turbulent kinetic energy and the scalar

variances.
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Figure 1: Buoyant plume released from a circular sources into

a Neutral Environment.
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ABSTRACT

We use direct numerical simulation (DNS) to study the

problem of drag reduction in a lubricated channel, a flow in-

stance in which two thin layers of a lubricating fluid (density

ρ1, viscosity η1, thickness h1) are injected in the near-wall

region of a plane channel, so to favor the transportation of

a primary fluid (density ρ2, viscosity η2, thickness h2). All

DNS are run within the constant power input (CPI) approach,

which prescribes that the flow-rate is adjusted according to

actual pressure gradient so to keep constant the power in-

jected into the flow. The CPI approach has been purposely

extended here for the first time to the case of multiphase flows.

A phase-field method (PFM) is used to describe the dynamics

of the liquid-liquid interface. We unambiguously show that

a significant drag reduction (DR) can be achieved for all the

four configurations considered. Upon a detailed analysis of

the turbulence activity in the two lubricating layers and of

the interfacial wave dynamics, we are able to characterize the

effects of surface tension forces, surfactant concentration and

viscosity contrast on the drag reduction performance.
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Figure 1: Visualization of the instantaneous streamwise ve-

locity on a x − y plane. The plane is located inside the top

lubricating layer and is located at ' 10 w.u. from the top wall.
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ABSTRACT

Scale-resolving simulations are an integral part in the val-

idation of lower-cost computational fluid dynamics (CFD)

methods and, with increasing computational resources, are

also becoming an attractive tool for the design process in

modern-day turbomachinery. Because such flows are typically

at high Reynolds numbers, possibly transonic, and strongly

affected by the incoming turbulence levels, agreement of ex-

perimental and numerical results can be challenging [1]. Small

spatial and temporal scales of high-Reynolds number flows re-

quire sufficiently well resolved discretizations and advanced

numerical methods to accurately capture such multi-scale flow

problems. In compressible flows, numerical codes with explicit

time-marching schemes are particularly affected by the small

element sizes within the boundary layer near no-slip walls, as

they restrict the time step size even further and hinder ad-

vancement of the solution in time.

A remedy to the strict resolution requirements of wall-

resolved LES (wrLES) is the use of wall functions to model

the inner part of the turbulent boundary layer based on ana-

lytic or empirical wall laws. In this so-called wall-modeled LES

(wmLES) approach, the boundary layer is no longer explicitly

resolved and the wall-shear stress entering the viscous fluxes is

computed from the velocity some distance away from the wall

[4, 5]. Because the grid sizing in wmLES is not governed by

the y+ ≤ 1 condition, this family of schemes allows for signifi-

cantly larger elements near the wall, resulting in a reduction of

the number of degrees of freedom and larger time-step sizes for

a given CFL number. The wmLES thereby enables the simula-

tion of large-scale turbomachinery configurations or operating

points that are otherwise computationally too expensive (see

e.g. Pérez Arroyo et al. [6]).

For high-fidelity simulations such as LES or direct numeri-

cal simulations (DNS), CFD codes belonging to the family of

high-order spectral methods are commonly used, as they fea-

ture reduced dispersion and dissipation errors over lower-order

schemes [2]. In particular, the discontinuous Galerkin spectral

element method (DGSEM) has become a popular choice as it

is computationally efficient, geometrically flexible, and numer-

ically robust [7]. While wmLES is already established in finite

volume community [4], results based on spectral methods are

sparse. Only recently, Frère et al. [8] presented results on the

application of the wall-modeled LES approach to the discon-

tinuous Galerkin method and elaborated on guidelines based

on the canonical channel flow. Frère [9] also applied the wm-

LES to the flow over NACA4412 airfoil at Re = 1.64 · 106,

where deviations to highly resolved wrLES are attributed to

the growing boundary layer over the profile and the associ-

ated change of the velocity probe location within the boundary

layer.

Given that realistic operating points in turbomachinery are

not only at high Reynolds number, but also at transonic flow

conditions, shock capturing and prevention of spurious poly-

nomial oscillations to avoid unphysical solutions are required.

The development of shock capturing methods tailored for the

DGSEM framework is an active area of research and Henne-

mann et al. [3] only recently developed a novel subcell shock

capturing approach for the split-form DG method. In this

method, the high-order element is divided into a set of subcells

and the fluxes are computed using a first-order FV scheme, as

well as the high-order DG ansatz. The high-order and low-

order fluxes are then blended in proportion to a shock sensor

based on the relative amount of energy in the highest modes

of the polynomial, i.e. the scheme locally approaches a low-

order method if the solution in the element exhibits strong

oscillations, thereby diffusing the gradients.

In this work, we present results from wall-modeled and wall-

resolved LES of the flow over a transonic compressor cascade

based on the discontinuous Galerkin spectral element method.

The wmLES strategy published by Frère et al. [8], where the

velocity for the input of the wall function is sampled from the

bottom of the second high-order element, is adopted and eval-

uated for transonic flows in turbomachinery. Both wrLES and

wmLES are based on the implicit (no-model) LES approach,

i.e. the dissipation is added implicitly via the numerical dis-

sipation of the Riemann solver.

The implementation of the wall-modeled LES is validated

on a periodic channel flow at Reτ = 2003, where we compare

wmLES, under-resolved wrLES, and DNS results from litera-

ture. The flow is simulated in a box of dimensions [2πδ, 2δ,

πδ] consisting of 20 × 10 × 10 elements with periodic bound-

aries in x and z direction. Results of time- and space-averaged

solutions are given in Figure 1, where we show that the flow

conditions in the log-layer are more accurately captured by

the wmLES than by under-resolved wrLES.

For the transonic cascade simulations, we employ the shock

1
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Figure 1: Velocity profile of the periodic channel flow at Reτ =

2003 in wall units. Solid points indicate velocity sampling

location for wmLES.

Figure 2: Contours of the first x-velocity mode of the SPOD

at frequency of 7.8 kHz of the flow over a transonic compressor

cascade. The SPOD is based on the kinetic energy norm.

capturing method by Hennemann et al. [3] to locate and reduce

unphysical oscillations near the steep gradients. The shock-

boundary layer interaction (SBLI) and the ensuing spatio-

temporal oscillations of the shock over the blade are analyzed

by performing a spectral proper orthogonal decomposition

(SPOD) on the time-resolved data set and identifying the

dominant modes in the flow. A plot of the first x-velocity mode

at a frequency of 7.8 kHz is given in Figure 2 and highlights

the vortex shedding that originates from the shock-induced

separation bubble at mid-chord.

In the final paper, we plan to

• compare flow simulations of a transonic compressor cas-

cade based on wall-resolved and wall-modeled LES with

DGSEM

• analyze the shock-boundary layer interaction based on

SPOD

• compare numerical and experimental results
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INTRODUCTION

The high Reynolds number flow around a circular cylinder

of an organic vapour at transonic inlet conditions is inves-

tigated by means of a Large Eddy Simulation (LES). This

case is challenging on both the physical and computational

point of view, due to the highly complex flow features re-

quiring fine grids and long time integration [1]. The ob-

jective of this study is to provide high-fidelity data for an

investigation of real-gas effects on turbomachinery flow mea-

surement devices, presently ongoing in the frame of a joint

Franco-German collaboration. The latter aims at getting in-

sight on non-ideal gas effects in turbomachinery flows through

combined experimental and numerical investigations. Exper-

iments are being conducted in the closed-loop wind tunnel

(CLOWT) at University of Muenster, using a dense organic

vapor (NovecTM649) as the working fluid [2]. Low Reynolds

number dense gas flows, representative of a hot wire immersed

in this organic vapor cross flow at M ≈ 0.65, has been recently

studied by the authors using LES and compared with compan-

ion experimental results [3]; furthermore, compressible flows

of a dense vapor past a cylinder, representative of a rotating

cylinder Pitot tube, has been simulated by solving the steady

and the unsteady Reynolds-Averaged Navier Stokes (RANS)

equations, and cross validated with pressure measurements

obtained in CLOWT. Although a reasonable agreement be-

tween the experimental and numerical results was obtained for

some operating conditions, the discrepancy between RANS,

URANS and experiments became larger as the Mach number

was increased and dense gas effects became stronger. This

motivates the present LES of cylinder flows at Mach numbers

in the and transonic regime, which will be compared with the

preceding (U)RANS and experimental results, as well as recent

Backward-Oriented Schlieren (BOS) visualizations obtained in

the CLOWT facility.

FLOW CONFIGURATION AND NUMERICAL APPROACH

A smooth circular cylinder of diameter D is immersed in

a cross-flow of an organic vapor Novec™649 at mildly non-

ideal thermodynamic conditions, matching those used in the

CLOWT experiments. The thermodynamic behaviour of the

gas is modelled by the Peng-Robinson-Stryjek-Vera (PRSV)

equation of state. The dynamic viscosity is obtained with the

Chung-Lee-Starling model. The inlet Reynolds (based on the

cylinder diameter) and Mach numbers areReD = 3.4×105 and

M ∈ [0.6; 0.8], where the Mach number will be varied. The

fundamental derivative of gas dynamics Γ is lower than unity

at inlet, resulting in non-monotonic variations of the speed of

sound through isentropric compressions and expansions. The

flow being transonic, shock waves exist near the peak suction

points of the cylinder and interact with the boundary layer, es-

sentially controlling the separation mechanism, or behind the

recirculation bubble for high Mach number cases. Complex

shock-vortex interactions are also expected in the near wake

due to the locally supersonic speeds reached in the vortices

[5].

The compressible LES equations are solved with the in-house

MUSICAA finite-difference solver. The inviscid fluxes are dis-

cretized by means of 10th-order standard centred differences

whereas 4th-order is used for viscous fluxes. The scheme is

supplemented with a 10th-order selective filtering to eliminate

grid-to-grid unresolved oscillations. A four-stage Runge-Kutta

algorithm is used for time integration and the IRS method

[6] is implemented to enlarge the stability and allow the use

of larger timesteps. The filter also acts as a regularization

term draining energy at subgrid scales, so that no explicit

subgrid-scale model is used (implicit LES). The numerical do-

main consists in a structured curvilinear grid combining H-

and O-type topologies, split in any number of sub-domains to

allow for parallel computation via the MPI library. The grid

resolution has been set based on previous experience and lit-

erature [1, 7] and will ensure a wall non-dimensional flow unit

y+ ≤ 1.5 to fully resolve the boundary layer. Adiabatic no-slip

conditions are applied at the wall, and non-reflecting Tam &

Dong’s conditions are imposed at the inlet, top, bottom and

outflow boundaries. Periodicity is enforced in the spanwise

direction.

VALIDATION AND BACKGROUND

The case of the cylinder in cross flow has been established

as a benchmark test for the LES. Prior to the dense gas flow

LES campaign, the present solver has been validated against

numerical and experimental data from the literature for the

well known perfect gas flow at ReD = 3900 and low inlet Mach

number using a mesh with the same topology as the one we

use for the high Reynolds number case. Figure 1 shows the

time-averaged streamwise velocity and turbulent intensity at

fixed streamwise stations. Our predictions compare well with

those of [8] which is often referenced for this flow configuration.



Figure 1: Streamwise velocity and turbulent intensity profiles for

cylinder flow at ReD = 3900. Present LES (red line), experiments

(++) and LES (blue dash-dot line) from Parnaudeau et al., ex-

periments of Lourenco and Shih (◦).

Moreover, we have already performed LES of an isothermal

cylinder representative of a hot wire immersed in a dense gas

flow in the range 700 ≤ ReD ≤ 1500 at transonic speeds [3].

We see in figure 2 the development of coherent structures in

the wake at ReD = 717 and Min = 0.67 which remain laminar

until they break down to turbulence.

Figure 2: Low-Reynolds flow of a dense vapor past a cylinder.

Q-criterion instantaneous iso-surfaces colored by local vorticity

magnitude.

WORK IN PROGRESS

As mentioned in the above, a preliminary numerical cam-

paign allowed to compare measurements of time-averaged

cylinder wall pressure, in a high-subsonic dense gas high-

Reynolds number 105 ≤ ReD ≤ 106 cross-flow, with

(U)RANS simulations. Figure 3 shows the very large differ-

ence in recirculation length (shown by the null streamwise

velocity component contour in white) prediction between the

two methods at Re = 6.1 × 105 and M = 0.6. Thus, the

present LES will help investigating this phenomenon. Figure 4

shows the evolution of the cylinder drag coefficient with Mach

number from the literature as well as from the measurements

in Novec™649 [2] and the RANS and URANS computations

for both air and Novec™649. Because the speed of sound does

not vary monotonically through compressions, when the Mach

number reaches values M ≥ 0.6, shock waves may or may not

be present on the cylinder apex depending on the thermo-

dynamic conditions of the gas. Furthermore, the boundary

layer separation location in this flow regime is driven by the

presence of these shock waves. Therefore, the drag coefficient,

mostly governed by the wake dynamics, strongly depends on

the nature of the gas. The LES at ReD = 3.4 × 105 and the

range M ∈ [0.6; 0.8] will allow us to qualify the non-ideal gas

effects, as these are exacerbated by the shock wave formation.

Figure 3: Mach number field, streamlines and null streamwise

velocity component contour (white) of a dense gas flow around a

cylinder obtained using the RANS (top) and URANS (bottom)

methods.
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Figure 4: Evolution of the drag coefficient Cd vs. the Mach

number. • present URANS, Novec™649; ◦ present URANS, air;

present RANS, Novec™649; ∇ present RANS, air; experiments

of Reinker et al. [2], Novec™649; experiments of Reinker et al.

[2], Air; — data from various experiments from Jorgensen; −−
data from flight tests of Welsh; −· mean line through data of

Macha; * experiments of Gowen & Perkins; + experiments of

Murthy & Rose; × experiments of Ackerman; LES of Xia
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INTRODUCTION

Organic Rankine Cycle (ORC) power systems offer a great

potential for waste heat recovery and environmental-friendly

power generation but relatively little is known regarding the

impact of real-gas effects on loss mechanisms in ORC turbine

expanders. A new experimental facility has been built at Uni-

versity of Muenster which consists in a continuously running

pressurized closed-loop wind tunnel using NovecTM649 in the

high subsonic speed range. Due to the peculiar properties

of the working fluid, notably its high density, detailed flow

measurements are challenging and numerical simulation are

carried out in parallel to characterize flow properties and guide

experimental setup. The final aim of this Franco-German

collaboration is to get insights in loss mechanisms in ORC

expanders using an idealized turbine vane (see figure 2). In

this configuration, the asymmetric contouring of the walls en-

ables pressure gradients in the flow domain that corresponds to

pressure distributions typical of turbine flows. As the laminar-

turbulent transition on turbine blades are generally induced

by free-stream-turbulence (FST), we first wish to study the

FST transition mechanism for the organic vapor NovecTM649,

before simulating the complete blade vane configuration. In

particular, the leading-edge and pressure gradient effects in

the bypass transition will be analyzed.

LARGE-EDDY SIMULATION STRATEGY

The in-house finite-difference code MUSICAA is used for

the large-eddy simulations (LES). The code solves the com-

pressible Navier-Stokes equations for multiblock geometries,

using a coordinate transform for curvilinear grids. The in-

viscid fluxes are discretized by means of 10th-order standard

centred differences whereas 4th-order is used for viscous fluxes.

The scheme is supplemented with a 10th-order selective filter-

ing to eliminate grid-to-grid unresolved oscillations and pro-

vide a selective regularization of subgrid-scales. A four-stage

Runge-Kutta algorithm is used for time integration. To relax

the CFL stability criteria close to the solid walls and allow the

use of larger timesteps, a fourth-order implicit residual smoot-

ing (IRS4) method [1] is applied in the wall-normal direction.

Non-reflecting Tam & Dong’s conditions are imposed at the

inlet and outflow boundaries. Adiabatic no-slip conditions are

applied at the blade wall and slip conditions are applied at

top and bottom boundaries. A sponge zone combining grid

stretching and a Laplacian filter is added at the oulets. Peri-

odicity is enforced in the spanwise direction. Concerning the

fluid, the NovecTM649 is modeled with the Peng-Robinson-

Stryjek-Vera equation of state [2] and the Chung-Lee-Starling

model [3] for the transport properties.

A first study of NovecTM649 boundary layer (BL) tran-

sition by oblique modes was conducted [4] at the conditions

given in Table 1, where the implicit LES strategy described

above was validated against a DNS reference. The good agree-

ment obtained between the DNS and the wall-resolved LES

simulations gives good confidence in the regularization filter-

ing strategy and a LES resolution target for following studies

(∆x+=29-27, ∆z+=11-10 and, at the wall, ∆y+w=0.9-1.0).

Concerning the time implicitation, the results of LES with

and without it were almost superposed. A spectral analysis

realized after even showed that the resolution of the LES with

IRS, w.r.t its explicit counterpart, was better due to lower

dissipation as the numerical dissipation for the LES-IRS is

applied less frequently. The overcost of the method, due to

the parallel solving of a pentadiagonal system with variable

coefficients at each iteration, represented approximately 15%

for our code. The resulting enlargement of the CFL permit-

ted the timestep to be increased by a factor of 4 compared

to the stability limit of the explicit integration scheme, which

resulted in computational time reduction by of a factor 3.5.

U∞ c∞ p∞ T∞ ρ∞ µ∞
[m/s] [m/s] [bars] [◦C] [kg/m3] [µPa.s]

76.2 84.7 4 100 48.5 12.84

Table 1: Thermodynamic and aerodynamic conditions.

FREE-STREAM TURBULENCE INDUCED TRANSITION

To characterize the disturbances ahead of the blade vane,

preliminary experiments of the decay of grid-generated ho-

mogeneous isotropic turbulence (HIT) for NovecTM649 are

conducted in the CLOWT facility [5]. Hot-wire measure-

ments at low speeds with a grid mesh size of 4 mm indicate

a turbulence with an integral length scale L11 ∼ 3 mm and

a turbulence intensity Tu ∼ 2.8 %. This corresponds to large

disturbances and to a very high Reynolds number based on

L11 (ReL11 ≈ 9 × 105) at the chosen operating conditions, to

be compared for instance in Brandt et al. [6] where ReL11
is

varied between 750 and 2250.

Thus, a numerical study to investigate the role of large-

scale disturbances on bypass transition for various Tu with the

dense gas NovecTM649 at M=0.9 has been conducted [8]. The

study was realised over the zero-pressure gradient flat-plate

BL canonical configuration, in the same conditions as given in



Figure 1: Instantaneous slice xy (top) at z = 0 and xz (bottom) at y/δ99,in = 1.1 for case D shown for the full domain.

Figure 2: Sketch of the idealized vane configuration. a) blade

profile (dimensions in mm). b) blade in contoured channels.

Figures from Passmann et al. [7].

Table 1. The inlet Reynolds number was taken as Rex = 104,

which corresponds to a position close to the virtual flat plate

leading edge. The numerical strategy described above was

used and synthetic turbulence, generated by the method of

random Fourier modes, was added at the inlet a certain height

above the BL (in the same way as Pinto et al. [9]). Despite the

high subsonic Mach number and due to the high specific heat

of NovecTM649 which reduces the friction heating at the wall,

we found that the dense gas BL exhibits a behaviour a close to

the incompressible regime and that there is no peculiar non-

ideal real gas effects. Even for the lowest turbulence intensity

case, the transition length on the flat plate is inferior to 2 mm,

to be compared with the 62 mm of the blade vane. Moreover,

the LES results show that the high increase of the integral

length scale, ReL11
= 1728 to 17280, tends to delay transition

and increase the spanwise scales of the Klebanoff streaks. The

decrease of the inlet turbulence intensity, in presence of large

scale, moves the transition downstream.

As we observed that the injection height, which intends

to mimick the shear sheltering effect, is a tunable parameter

that influences the onset of transition, we want to get rid of

that artefact by including the leading edge. To reproduce a

configuration similar to the blade vane, the geometry of the

blade is now taken. As we expect the transition location to be

rather close to the leading edge, only the onset of the profile

is simulated. A precursor RANS simulation is conducted over

the entire test section and is used to impose the boundary

conditions. The influence of integral length scale of incom-

ing turbulence on the wrapping leading edge structures, the

shear-sheltering effect and the breakdown mechanism will be

investigated using wall-resolved LES, with specific focus on

the role of the strong favorable pressure gradient
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INTRODUCTION

In this study, a high-fidelity numerical simulation is re-

ported to reveal the key flow dynamics near post-stall regime

of NACA0012 aerofoil section at Re = 1.5 × 105 with the

focus on the separation bubble and laminar-to-turbulent tran-

sition. There are numerous works on the stall regime, but

most of them concentrate on integral quantities such as aero-

dynamic coefficients [2, 4]. Further, the studies that reported

the details of flow dynamics are majorly at low Reynolds num-

bers. For example, Zakaria et al. [1] investigated the flow over

NACA0012 at high angles of attack (AoA) at Re = 7.99×104

using both experimental and computational approach with the

focus on the vortex shedding characteristics from the trailing

edge. Eljack et al. [3] presented a detailed study of the flow and

laminar separation bubble over AoAs enveloping the the onset

of stall. However, they only considered two low Reynolds num-

bers of 5× 104 and 9× 104. Additionally, the flow conditions

in their work is slightly compressible with M = 0.4 with vari-

able temperature and viscosity. Similarly, Rosti [6] conducted

a DNS study of NACA0012, where despite the detailed report

on the flow field, the study only covers Re ≤ 5×104 . Finally,

more recently, Poels et al. [5] experimentally investigated and

presented a detailed flow field for a range of Reynolds number

Re ≤ 1.2 × 105, however, their study is limited to angles of

attack less than α = 8◦.

In the present study, a higher Reynolds number of Re =

1.5 × 105 is considered which is in a more practical range of

high-altitude low-endurance (HALE) aero vehicles as well as

vertical-axis wind turbines. Additionally, aiming at understat-

ing the transition mechanism near the post-stall, three angles

of attack is considered that are corresponds to near pre-stall,

near max-lift and near post-stall regimes respectively. Details

of the flow dynamics, separation, laminar bubble and distri-

bution of shear stress are studied over these AoAs and will be

presented. Finally, numerical requirements of accurate predic-

tion of aerodynamic coefficients using the high-order implicit

LES method will be discussed to highlight the practical aspect

of this work.

NUMERICAL METHOD AND PROBLEM DESCRIPTION

The flow simulation is conducted using high-order spec-

tral/hp element implementation of incompressible Navier-

Stokes equations in the Nektar++ frame work. Nektar++ [7] is

an open-source spectral/hp finite element solver library written

in C++. Simulations are performed using Quasi-3D assump-

tions where the flow is assumed to be homogeneous in the

cross-flow direction, with the period length equal to the span-

wise length [9]. The Gradient Jump Penalisation methodol-

ogy [10] is used for stablisation of the solution. Finally the

flow dynamics is evolved in time using second-order accurate

implicit-explicit formulation.

Simulations are performed at Reynolds number Re = 1.5×
105 at three angles of attack: α = 9◦ 10◦ and 12◦. A rectan-

gle computational domain is used for the computations where

the airfoil of chord length c = 1m is located 10c from the in-

let and the side boundaries and the domain spans 15c to the

downstream. Geometry-conforming high-order mesh is used to

tessellate the domain. The mesh consists of 2400 high-order

elements (macro-elements) with the size ranging from maxi-

mum of 3c in the far fields to the minimum of 1× 10−3c near

the wall. Within each macro-element, the polynomial order

P = 12 in the xy plane is used that results in y+ < 1, while

for the spanwise direction, the airfoil is extruded to a chord

length and is discretised with 128 Fourier planes (64 complex

Fourier modes).

RESULTS

The flow-field at the three AoAs showed a significant de-

gree of similarity, therefore AoA=12◦ results will be shown

and any difference with the other cases will be described.

The time-averaged flow field at an angle of 12◦ is reported in

figure 1. This shows the main flow features appearing: due

to the large angle of attack, the stagnation point moves onto

the pressure side with a very thin, laminar boundary layer

forming thereafter. On the other hand, along the suction side

of the aerofoil, the flow immediately experiences separation,

with a re-circulation bubble forming. On top of this, an ac-

celeration region appears with the fastest flow of the entire

domain. Consequently, the boundary layer transitions to tur-

bulent thickening in height. Large vortices are then shed from

the wing trailing edge.

Figure 1: Leading edge t-averaged solution at AoA=12◦.



One of the big differences concerning the separation region,

is the length. In fact, it was seen that as the AoA is increased,

the re-circulation bubble region shortens with the acceleration

region above it increasing in both magnitude and size.

One the first quantities analysed was the pressure coefficient

as reported in figure 2. Along the aerofoil upper surface (con-

tinuous line, dashed is for pressure side), the flow immediately

experiences an adverse pressure gradient. It is clear from the

three trends, that as the AoA is decreased, the plateau repre-

senting the re-circulation region moves upstream and shortens

in length. Following, this there is an intermediate region of

aggressive pressure loading increase, till it roughly flattens be-

tween 15% and 20% chord length depending on the AoA. The

pressure coefficient jump at the end of the separation indicates

the beginning of turbulent transition. This region then ends

where the Cp slope abruptly changes.
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Figure 2: Pressure coefficient for different AoAs.

These findings were confirmed by the instantaneous span-

wise wall-shear stress of the aerofoil surface (figure 3). At

the aerofoil leading-edge, the flow presents limited three-

dimensionality. Nevertheless, spots of higher shear-stress are

visible, indicating the presence of 3D structures inside the re-

versed flow patch. Once the separation re-attaches we have a

region of very high-intensity shear-stress fluctuations that dies

out around the 15% chord length. This can be considered as

the transition region, and in the case of the 9 − 10◦ angles,

was found to be longer.

Figure 3: Span-wise instantaneous wall shear-stress AoA=12◦.

To assess the validity of this assumption, the power-spectral

density (PSD) of the fluctuating velocity (u,) was computed

at various chord lengths within the boundary layer. One of

the sampling points is shown in figure 4. Clearly, there are

dominant frequencies present in the lading-edge region: this

is indicative of comment made earlier on concerning the 3D

structures forming. All three AoA simulations highlighted

relatively broadband peaks appearing in the frequency mid-

range. Moving further downstream, i.e. points sampling the

boundary layer around 20% chord, it was seen that turbu-

lence transition has occurred given the decay rate matching

the − 5
3
-law.
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Figure 4: PSD Comparison in the separated region.

Finally, the spatial correlation of the three fluctuating ve-

locity components was calculated to check whether all the flow

structures are contained in the domain. These showed that

there is still a large degree of correlation in the x-velocity com-

ponent: this was seen throughout the simulations at various

AoAs and may be attributed to a very large structure that

could be captured by increasing the span-wise length.
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INTRODUCTION

There are two basic contributions to the total drag of an

airplane [1]: (i) parasite drag, which consists of friction drag,

form drag, and interference drag, and (ii) induced drag (vortex

drag, or drag due to lift), which is caused by lift generation in

finite-span wings and the consequent presence of wing-tip vor-

tices. The two types of drags have close to equal contributions

to the total drag in cruise conditions, while the induced drag

is the dominant source during the take-off, climb and landing

phases of flight [1].

The goal of the present work is to perform a systematic

study of the formation of wing-tip vortices and their interac-

tion with and impact on the surrounding flow in more details.

Of particular interest is the interaction of these vortices with

wall turbulence and the turbulent wake. This is done by con-

sidering two wing geometries, i.e., infinite-span (periodic) and

three-dimensional (wing-tip) wings, at three different angles

of attack: α = 0o, 5o, 10o.

NUMERICAL METHOD

To ensure of the accuracy of the results, we perform high-

resolution large-eddy simulations (LES), where only the small-

est scales (e.g., ≤ 6η in the wake, where η is the Kolmogorov

length scale) are accounted for by the subgrid scale (SGS)

model. Simulations are performed by the high-order in-

compressible Navier−Stokes solver Nek5000 [2] with added

adaptive mesh refinement (AMR) capabilities developed at

KTH [3]. The AMR version adds the capability of handling

non-conforming hexahedral elements with hanging nodes, and

so, adds an h-refinement capability where each element can

be refined individually. Solution continuity at non-conforming

interfaces is ensured by interpolating from the “coarse” side

onto the fine side.

The velocity field is expanded by a polynomial of order

p = 7 on the Gauss−Lobatto−Legendre (GLL) points (N =

p+ 1 = 8 GLL points in each direction), while the pressure is

represented on p − 1 Gauss−Legendre (GL) points following

the PN−PN−2 formulation [2]. The nonlinear convective term

is overintegrated to avoid (or reduce) aliasing errors. Time

stepping is performed by an implicit third-order backward-

differentiation scheme for the viscous terms and an explicit

third-order extrapolation for the nonlinear terms. A high-

pass-filter relaxation term [7] is added to the right-hand side

of the equations, providing numerical stability and acting as

a SGS dissipation.

Wings are located such that their mid-point along the chord

line coincides with the origin of the coordinate system and

have a no-slip no-penetration boundary condition. Here x,

y and z denote the streamwise, wall-normal and spanwise

directions, respectively. The computational domain has a

rectangular cross-section in the xy-plane that extends 20c up-

stream, 30c downstream, and 20c in positive and negative y

directions. Different angles of attack are achieved by rotat-

ing the wing along the z axis around its center. This specific

design is to allow for the use of the “outflow-normal” bound-

ary condition [2] on the y-normal boundaries; this allows for

a non-zero y component of velocity. The three-dimensional

(3D) wing domain extends 20c from the wing root (located at

z = 0) in the spanwise direction and has an “outflow-normal”

boundary condition at z = 20c. A symmetry boundary condi-

tion is used at the z = 0 plane. Boundary layers are tripped

on both the suction and pressure sides of the airfoils for all six

cases.

The production grids are generated by iterative refinement

of the initial grids, where at each iteration the elements with

the highest contribution to solution error [6], based on solution

on that grid, are selected for refinement. The error indicator

of Mavriplis [4] is used for this purpose. The convergence pro-

cess is accelerated by some manual input from the user. The

adaptation process is terminated based on the resolution cri-

teria available in the literature [5]. Table 1 summarizes some

information about the production grids used in this work, and

Figure 1 shows the spectral elements of grid RWT-5 from Ta-

ble 1.

RESULTS AND DISCUSSION

Some preliminary results are presented in this section.

These results are from the production grids of Table 1 but

have not been averaged for a sufficiently long period of time

yet. Nevertheless, the observed phenomena are not expected

to change for longer integration times.

Figure 2 shows the root-mean-square (rms) velocities in the

streamwise and wall-normal directions near the trailing edge

of the airfoil on a yz-plane. It can be observed that the two

components are non-zero and very close in magnitude to one

another. We also notice that the strong rotation and pressure

gradient imposed by the vortex tends to relaminarize the tur-

bulent boundary layer on the suction side, as seen for instance

at spanwise locations 0.66 ≤ z/c ≤ 0.7. This relaminarization

can also be seen in the instantaneous vortical structures shown

1



Grid NGLL Ngrid (∆x+
mean, y

+
1 ,∆z+mean)

P-0 376× 106 249× 106 (10.3,0.72,8.7)

P-5 381× 106 252× 106 (10.5,0.73,8.5)

P-10 435× 106 288× 106 (12,0.8,9)

RWT-0 950× 106 630× 106 (10.3,0.7,5.5)

RWT-5 1.58× 109 1.05× 109 (10.5,0.75,5.7)

RWT-10 2.16× 109 1.43× 109 (12,0.8,6)

Table 1: Summary of the production grids used in this study

and their near-wall resolution. NGLL shows the number of

GLL points, while Ngrid denotes the number of independent

grid points. ∆mean = δ/p is the average resolution of the

element, where δ and p are the element size and polynomial

order. y1 shows the distance of the second GLL point to the

wall. Wall resolutions are normalized by the viscous length

δν = ν/
√

τw/ρ. The P-* grids denote periodic cases, whereas

RWT-* stands for rounded wing-tip cases. The number next

to each grid shows the angle of attack, α.

Figure 1: Spectral-element grid for case RWT-5 with 3.1

million spectral elements. The grid is generated using the

h-adaptation capabilities of the AMR version of Nek5000. We

show instantaneous vortical structures represented by λ2 =

−100 isosurface colored by streamwise velocity ranging from

(blue) low to (red) high.

Figure 2: The rms velocities in the streamwise (left) and wall-

normal (right) directions for the RWT-5 grid (Table 1) near

the trailing edge. The black X shows the location of the core of

the wing-tip vortex. The apparent noise is due to insufficient

time averaging.

in Figure 1.

Another interesting observation from Figure 2 is the larger-

magnitude of velocity fluctuations in the vortex region outside

the core to the top of the wing-tip, as well as the lower

fluctuations closer to the wing-tip surface. A very similar

pattern to these fluctuations is observed in the turbulent ki-

netic energy (TKE) production and dissipation terms shown

Figure 3: Turbulent kinetic energy (TKE) production (left)

and dissipation (right) at the same location as Figure 2. The

black X shows the location of the core of the wing-tip vortex.

The apparent noise is due to insufficient time averaging.

in Figure 3, where we note a significant production region in

the high-fluctuation area and very small production in the

low-fluctuation regions. This can be most simply explained

by the functional form of the production term, which has

higher values where both the Reynolds stresses (i.e., veloc-

ity fluctuations) and velocity gradients (near the vortex core)

are high. Also notice that the TKE dissipation rate does

not completely match its production in shape or magnitude,

suggesting a highly non-local turbulence with significant trans-

port phenomena.

CONCLUSIONS AND OUTLOOK

This work leverages the AMR version of Nek5000 to per-

form several high-resolution large-eddy simulations of the flow

around periodic and 3D NACA0012 wings to investigates the

impact of wing-tip vortices on the flow.

Preliminary results suggest significant TKE production as a

result of wing-tip formation, as well as a non-local turbulence

characterized by the local imbalance between TKE production

and dissipation.

The final work to be presented in the conference will be

based on longer integration times with converged statistics,

and will also include spectral analysis.
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INTRODUCTION
Achieving and maintaining laminar flow on large swept

surfaces of subsonic transport aircraft is currently posing a
considerable challenge for aerodynamic design. Surface rough-
ness, for instance imperfect joints introducing sharp surface
distortions, is a source of significant laminar flow deterioration,
i.e., advancement of laminar-turbulent transition. The eluci-
dation of roughness-induced transition has motivated a wealth
of recent numerical and experimental studies, with particular
attention to the effects of forward-facing steps.

The present work considers a laminar-turbulent transi-
tion route initiated by primary (stationary crossflow) eigen-
mode amplification, which is the prevalent scenario in low-
disturbance environments as in free-flight [1]. This instability
kind manifests in the developed flow field

q(x, y, z, t) = qB(x, y) + q′(x, y, z) + q′′(x, y, z, t) (1)

as co-rotating vortices whose axes of rotation are practically
aligned with the direction of the streamlines in the outer-flow
region. Under Decomposition (1), the developed flow q =

[u v w p]T is conceived as the superposition of the laminar
unperturbed base flow, qB, with steady, q′, and unsteady,
q′′, perturbation fields.

In stationary-crossflow-dominated flows, forward-facing
steps significantly altering the laminar-turbulent transition
path may be classified as critical or supercritical. Critical steps
advance the transition front upstream, as compared to a refer-
ence clean (i.e., no step present) case. Conversely, supercritical
steps have been found to drastically move the transition front
to the vicinity of the step, essentially tripping the flow imme-
diately downstream. The main goal of the present work is to
identify and scrutinise the step-flow mechanisms responsible
for inducing a supercritical transition scenario.

METHODOLOGY
The incompressible swept-wing flow is modeled as flat-plate

flow with an externally imposed airfoil-like pressure gradient
in the chordwise direction. The main coordinate system reads
x = [x y z]T , where x, y, z indicate the chordwise (i.e., normal
to the virtual leading edge), wall-normal, and spanwise direc-
tions, respectively. The free-stream velocity is decomposed
into a chordwise component, u∞, and a spanwise component,
w∞ = −1.24u∞, to model the effect of sweep angle. Pres-
sure measurements from wind-tunnel experiments on a 45◦

swept wing [2] are used to guide the DNS setup. The inflow
boundary layer thickness, δ0 = 7.71×10−4 m, and free-stream
velocity, u∞ = 15.10 m/s, are chosen as global characteristic
quantities and used as non-dimensionalizing values.

A stationary crossflow mode, computed as solution to a lo-
cal linear Orr-Sommerfeld analysis on the base flow profile, is
prescribed at the inflow with an amplitude of 3.5 × 10−3u∞.
The step height, h = 0.97δ0, which is fixed, corresponds to ap-
proximately 50% of the undisturbed boundary layer thickness
at the virtual step location. The spanwise domain length (i.e.,
fundamental spanwise wavelength) is set to λz = 7.5 mm.

The analysis of results discusses steady and unsteady per-
turbation effects. The steady perturbation field, q′, is decom-
posed in spanwise Fourier modes, i.e.,

q′(x, y, z) =

N∑
j=−N

q̃j(x, y)eijβ0z , (2)

where N is the number of modes considered, q̃j is the Fourier
coefficients of mode j, β0 = 2π/λz , and i2 = −1.

Direct Numerical Simulations (DNS) of the incompressible
Navier-Stokes equations are performed with INCA, a conser-
vative finite-volume solver. The Navier-Stokes equations are
marched in time with a third-order Runge-Kutta method. A
fifth-order upwind scheme is used to discretize the convective
terms. The Selective Frequency Damping (SFD) method is
applied to numerically compute the stationary isolated form
of q′.

The computational domain encompasses 0 ≤ x/δ0 ≤ 517

and y/δ0 ≤ 26 and the grid contains Nx = 6760, Ny = 1008,
and Nz = 144 points in the chordwise, wall-normal, and span-
wise directions, respectively. These values yield ∆x+ = 1.8,
∆y+ = 0.9, and ∆z+ = 9 in the developed flow near the step
featuring explosive growth of secondary instabilities and lami-
nar breakdown. Numerical computations of the base flow and
the developed flow are performed independently for a similar
numerical setup. In the former, the equations are converged
in time up to a threshold value of 10−8 based on an L2-
norm evaluation of the temporal derivatives. In the developed
flow runs, unsteady perturbation content is triggered via the
Blowing-Suction (BS) technique at the wall near the inflow.
Accordingly, the wall-normal velocity is modulated as follows:

v(x, 0, z, t) = fs(x)

M∑
k=1

ABS
k cos(β0z + 2πkf0t+ φk), (3)



with f0 representing a fundamental temporal frequency, ABS
k

indicates the initial amplitude of a temporal component k, φk

is a random phase, and fs smoothly modulates the response
in x. Unsteady forcing is applied ranging from 3 kHz to 14

kHz in intervals of 1 kHz. For the present setup, the DNS
results reproduce the transitional-flow scenario observed in
experiments in a low-disturbance wind tunnel [2].

RESULTS
The evolution of the stationary perturbation at the step is

first discussed. Two major flow regimes are identified. Far
from the wall, the pre-existing fundamental (i.e., primary
Fourier mode) perturbation lifts off and passes over the step.
Close to the wall, chordwise-velocity (u′) perturbation streaks
of alternating sign in z are induced at the step corner (Figure
1). This scenario develops analogously for each Fourier com-
ponent, implying that a near-wall streak system contained in a
particular Fourier mode has adopted the spanwise wavelength
of the incoming crossflow component that induces it.

A Reynolds-Orr budget analysis applied to each Fourier
component independently reveals that, for the primary mode,
linear production is the dominant mechanism in both the near-
and far-wall regimes. An algebraic instability associated to the
lift-up effect is identified as the main mechanism responsible
for altering the behaviour of the fundamental perturbation at
the step. On the other hand, the significant amplification of
the harmonic (i.e., smaller wavelength) perturbation field close
downstream of the step is associated to a modal inflectional
instability supported by the step-distorted base-flow profiles.
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Figure 1: Organization of the primary perturbation Fourier
mode at the step.

The rapid growth in x of perturbation streaks close to the
step corner for all Fourier components introduces a strong
distortion of the near-wall shear layer of the developed flow.
This distorted shear layer is prone to unsteady perturbation
amplification. The particular combination of step height and
incoming crossflow amplitude tested in this work was shown to
yield laminar breakdown close downstream of the step in the
experiments of [2]. Their transition scenario is fully captured
in the present DNS results.

Figure 2 portrays the instantaneous unsteady developed
flow evolution by depicting an instantaneous isosurface of Q-
criterion. Close downstream of the step, wedges of unsteady
contamination are the precursor of turbulence activity. The

unsteady activity initiating the breakdown process develops in
the shears of the lower portion of the boundary layer distorted
by the step-induced perturbation streak enhancement. In par-
ticular, the modulation in time of the wall-normal shear layer
on top of the low-speed streak in the developed flow gives rise
to large-scale hairpin-like vortices. This resembles the varicose
secondary streak instability mechanism arising in scenarios of
natural by-pass transition in a boundary layer subject to free-
stream turbulence [3].

Figure 2: Instantaneous Q-criterion isosurface color-coded by
wall distance (white indicates close to the wall) and x-y plane
of instantaneous chordwise-velocity.

The present results suggest a possible universal role played
by near-wall streaks in laminar-turbulent transition induced
by two-dimensional surface elements, as previously identified
in scenarios of isolated three-dimensional surface elements [4]
and natural by-pass transition [3]. Furthermore, the results of
this work would indicate that laminar-turbulent transition at
the step is not promoted by an enhancement of the secondary
crossflow instabilities naturally leading the transition route in
a clean no-step configuration.

ADDITIONAL RESULTS
The results presented in this abstract will be complemented

with statistical and Fourier-analyzed data of the evolution of
the unsteady perturbation field at the step. The spatial devel-
opment and frequency content of the unsteady flow structures
leading the breakdown process will be characterised to scruti-
nise the nature of the secondary instability mechanisms at the
step.
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INTRODUCTION

Turbulent flows over a rough surface are ubiquitous in

engineering applications, and numerous studies have been un-

dertaken to reveal the effects of roughness on turbulent flows.

However, the roughness elements discussed so far have been

impermeable despite the fact that roughness usually have a

permeability. Examples include the river bed and vegetation

canopy. This serves as a motivation to discuss the effects of

permeable roughness.

Recently, the effects of the permeable roughness was ex-

perimentally studied by the author’s group [1]. They showed

that the roughness-induced drag force was decreased with

increasing the permeability. The discussions on the log-law pa-

rameters including the zero-plane displacement and equivalent

roughness suggested that the permeability increased the zero-

plane displacement but decreased the equivalent roughness.

However, owing to limited optical access, the flow physics

around the permeable roughness remains not completely clear.

The purpose of the present study is to shed light on the un-

derlying physics on the effects of the permeable roughness by

using the high-fidelity direct numerical simulation data.

METHODOLOGY

A schematic of a rough-walled channel flow is shown in Fig-

ure1. The top and bottoms walls were impermeable smooth

walls, whereas the porous wall with two-dimensional trans-

verse porous-ribs were considered in the bottom of the channel.

The rib height was k = 0.1H with H being the distance from

the rib bottom to the top wall, and the separation between

the neighboring ribs was varied: w = k and 9k. The flow was

periodic in the streamwise (x) and spanwise (z) directions.

The flow was driven by a streamwise pressure difference which

was adjusted so as to yield the desired flow rate for the bulk

mean Reynolds number of Reb ≃ 5500. The size of the com-

putational domain was 5H and 1.5H in the streamwise and

spanwise directions, respectively. The porous medium under

consideration consisted of the Kelvin cells (or tetrakaideca-

hedrons). The porosity of the porous medium was fixed at

φ = 0.8, while we considered two permeability cases: one was

the high permeable “HP” case, and the other was low perme-

able “LP” case. The size of a single Kelvin-cell unit for cases

HP and LP were D = 0.1H and D = 0.05H, respectively,

and the resulting permeabilities were K/k2 = 6.4× 10−5 and

1.7 × 10−5, respectively. The thicknesses of the porous wall

were h = 3D for case HP and h = 2D for case LP. The trans-

Figure 1: Flow geometry of a porous-rib channel flow.

Flow

Figure 2: Geometry of the porous-rib roughness: the name of

case consists of two letters follower by a number. The letters

take “HP” or “LP”, and the number stands for the value of

w/k.

verse rib was comprised of 1(x) × 1(y) × 15(z) cells for case

HP and 2(x)× 2(y)× 30(z) cells for case LP. The geometry of

the porous-rib roughness was shown in Figure2.

For the present DNSs, we used the three-dimensional 27

discrete velocities multiple relaxation time LBM [2]. This

LBM model was originally developed by the author’s group

and has successfully been applied to turbulent flows over re-

solved porous and rough walls [3]. A single Kelvin-cell unit
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Figure 3: (a) streamwise mean velocity normalized by the bulk

mean velocity Ub, (b) enlarged figure near the porous-rib.

was resolved by 40(x) × 40(y) × 40(z) grids, yielding to the

grid spacings in wall units for cases HP and LP are ∆+ ≃ 1.8

and 0.7, respectively. The total number of grids were 0.4 and

1.30 billions, respectively.

RESULTS AND DISCUSSIONS

Figure 3 presents profiles of x−z plane-averaged streamwise

mean velocity U . In Fig.3(a), all the profiles are significantly

skewed, that is, the maximum mean velocity location shifts

toward the top wall, which is due to an increased frictional

resistance by the porous-ribs. The inspection of the mean ve-

locity near the porous-rib in Fig. 3(b) shows that a reduction

in U by the porous-rib is larger for w/k = 1 as expected. For

case LP1, we observe a negative mean flow in the porous-rib

region (−0.1 < y/H < 0), whereas the negative flow region is

washed out by the increased permeability (case HP1).

To better understand the effects of the permeability on the

frictional resistance, Figure 4 compares the drag coefficient

CD, which is defined based on the total shear stress at the rib

bottom (y = −k) [1]. The reference experimental data are for

two-dimensional transverse metallic foam ribs [1] where the

permeability for case #30 is 70% lower than that for case LP,

and that for case #13 is 30% lower than that for case HP. The

figure confirms that for the present DNS data, an increase

in the rib separation w/k results in an increase in CD, and

the dependence of w/k is more significant for case LP. This

suggests that the effects of the rib arrangement is weakened

by the permeability, and this trend is qualitatively similar to

the experimental data.

Finally, to obtain physical understanding on the effects of

the permeability on CD, we analyze the FIK identity [4] which

decomposes the friction factor into the physically understand-

able contributors. Following [4], we derived the contributors

Figure 4: Comparison of the drag coefficient CD with the

experimental data [1].

Figure 5: Contribution to the drag coefficient CD.

to CD based on the x−z plane- and time-averaged momentum

equation. For the present flows, the dispersion and drag-force

contributions appear as well as the laminar and turbulence

contributions. The dispersion contribution accounts for the

dispersive covariance, which is generated by the streamwise

and spanwise inhomogeneity of the mean velocity [3]. The

drag force contribution accounts for the viscous and pres-

sure drags offered by the porous-ribs. Those contributions are

shown in Figure5. The first notable observation is that the tur-

bulence and drag force contributions dominate CD, whereas

the laminar and dispersion contributions are negligibly small.

For cases with w/k = 1, the drag force contribution is in-

creased by the permeability, while the turbulence contribution

is almost unchanged. The increased drag force contribution is

considered to be due to the increased penetrating flow through

the porous rib. The drag force contribution also increases with

the permeability for cases with w/k = 9; however, the rib-

induced turbulence generation is attenuated by the increased

permeability, leading to a decrease in the turbulence contribu-

tion with the permeability. As a result, the CD value for cases

with w/k = 9 decreases with increasing the permeability.
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INTRODUCTION

Taylor-Couette (TC) flows have been studied by many re-

searchers since they are paradigmatic flow systems and oc-

casionally appear in engineering applications as reviewed in

Ref.[1]. Indeed, the flows between the rotor and stator coils

of electric motors can be considered as turbulent TC flows.

Although depending on the applications, the radius ratio of

the inner to outer cylinders varies, its effect on torque can

be scaled by the Taylor number at high Reynolds numbers

[2]. When one considers drive motors of electric vehicles,

the inside flows can be modelled as TC flows with axially

grooved cylinders. Compared with the standard (groove-less)

TC flows, there are not so many studies on the axially grooved

TC (GTC) flows in the literature. While similar geometries

with rib-roughed cylinder surfaces were extensively simulated

in Ref.[4], to the best of the authors’ knowledge, only a few

experimental studies carried out for the axially grooved TC

flows for electric motors. They were for heat transfer and

torque experiments such as Ref.[3].

Therefore, to examine the similarity and difference between

the rib-roughened and grooved TC flows, this study caries

out DNSs of turbulent GTC flows by the D3Q27 MRT lattice

Boltzmann method [5]. The considered outer stationary wall

has 24 axial grooves while the inner wall surface is smooth.

The groove-less standard TC flows of the corresponding ge-

ometry are also simulated for comparison.

NUMERICAL METHOD AND CONDITIONS

Since the present LBM is based on the regular lattice con-

figuration, the linear interpolated bounce-back scheme with

the second-order accuracy is applied to the curved shapes. In

the D3Q27 MRT LBM, the time evolution equation of the

distribution function fα (α = 0− 26) can be written as

|f(x + ξαδt, t+ δt)⟩−|f(x , t)⟩ = −M−1Ŝ(|m(x , t)⟩−|meq(x , t)⟩),
(1)

where the notation such as |f⟩ is |f⟩ = t(f0, f1, . . . , f26), x

is the position vector, ξα is the discrete velocity and δt is

the time step. The matrix M is a 27 × 27 matrix which lin-

early transforms the distribution functions to the moments as

|m⟩ = M |f⟩. The collision matrix Ŝ is diagonal and the equi-

librium moment is |meq⟩ = M |f eq⟩. The local equilibrium

distribution function is

f eq
α = wα

{
ρ+ ρ0

(
ξα · u
c2s

+
(ξα · u) 2 − c2s |u |2

2c4s

)}
, (2)

Table 1: Computational conditions and grid node numbers.

Case η Re Ta (×106) Nodes

TC 0.955 1050 1.16 11,888,200

3500 12.85 90,782,800

GTC 0.932 1600 2.76 15,166,200

5340 30.71 116,400,000
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Figure 1: Geometries and computational domains: (a) case

TC, (b) case GTC.

where wα is the weighting coefficient, cs is the sound speed

in the LBM, u is the fluid velocity and ρ is the fluid density

that is expressed as the summation of constant and fluctuation

parts, ρ = ρ0+δρ .With the matrices and parameters proposed

by Suga et al. [5], the macroscopic fluid variables such as the

density, the momentum and the pressure are calculated by

ρ = Σαfα, ρ0ui = Σαξαifα and p = c2sρ, respectively.

Fig. 1 illustrates the computational domains and the flow

geometries. Case TC is for the standard TC flows while case

GTC is for the grooved TC flows. The angular rotation rate

of the inner cylinder is ω while the outer cylinder is stationary.

The inner and outer cylinder radii (ri and ro) are 21d and 22d

for both cases with the gap d = ro − ri. For case GTC, since

the radius of the groove bottom is rg = 22.8, the radius ratio is

modified as η = ri/(ro+δr) with the averaged groove depth δr

which is 0.53d. Accordingly, η = 0.955 and 0.932 for cases TC

and GTC, respectively. The Reynolds and Taylor numbers are

Re = riω(ro+δr−ri)/ν and Ta = (1+η)6Re2/(64η4) for the

stationary outer cylinder cases, respectively. Note that with-

out the modification, η, Re and Ta are the same as those for

case TC. The computational domain covers a quarter of the

system with the axial height ℓ = 5d. The periodic boundary

condition is applied to the azimuthal (θ) and axial (z) direc-

tions. The structured regular grid systems whose grid size is

designed to be ∆+ < 1.5 are applied for the fluid regions. Note

that since the flow variables are calculated with the Cartesian

system, the results are converted to the cylindrical coordinate
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Figure 2: Azimuthally and axially averaged profiles: (a) mean

azimuthal velocity, (b) Reynolds shear stress, (c) turbulent

kinetic energy.

system for the discussion. The computational conditions and

numerical grid numbers are summarized in Table 1.

RESULTS AND DISCUSSION

Fig. 2 compares the azimuthally and axially averaged time

mean azimuthal velocity, Reynolds shear stress and turbu-

lent kinetic energy profiles along the radial direction. The

superscript “+” denotes a normalized value by the friction

velocity on the inner cylinder. Fig. 2(a) shows that the

velocity profiles are relatively constant in the bulk region

(0.2 < (r − ri)/d < 0.8) for all cases and it becomes more

obvious at the larger Re. For case GTC, the bulk velocity is

dominated by the groove-side velocity. This trend is similar to

that of the rib-roughened TC flows [4]. Also, as Re increases,

the bulk velocity tends to be more dominated by the groove-

side velocity. For the θ-z plane averaged Reynolds shear stress

shown in Fig. 2(b), since the total shear stress profiles should

be τ+ = (ri/r)
2 in the TC flows, the shown profiles sug-

gest that the existence of the Taylor vortices, which enhance

dispersion stresses, becomes more evident at the higher Re

cases. (Note that the predicted τ+, which consists of the vis-

cous, space averaged Reynolds and dispersion shear stresses,

is confirmed to agree well with the theoretical line.) In case

GTC, since the ratio of the groove width w to the groove

depth k is w/k = 2.5, this geometry corresponds to the d-type

roughness while the bulk region is very small compared with

the groove depth as d/k = 1.25. At the higher Re case, the

Reynolds shear stress has a high peak over the groove top at

(r− ri)/d = 1 and maintains a relatively high level inside the

groove. This trend is similar to that seen in the correspond-

ing d-type rib-roughened channel flow at w/k = 3 of Ref.[6].

Since the radius ratio is relatively large, the θ-z plane averaged

turbulent kinetic energy of case TC shown in Fig. 2(c) have
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Figure 3: Dimensionless torque as a function of Taylor num-

ber. The reference data are from Ref.[2]

nearly symmetry profiles. In case GTC, although k maintains

a certain level inside the groove, as the Re increases the peak

value over the groove looks decreasing compared with the in-

ner cylinder side. This is mainly because turbulence level near

the inner cylinder tends to dominate in turbulent TC flows.

The key response parameter of the TC system is a Nusselt

number Nuω which is the dimensionless torque τ normalized

with the laminar angular velocity flux Jω
lam [1]. It is defined

as Nuω = τ/(2πℓρJω
lam) with Jω

lam = 2νr2i (ro + δr)2ω/[(ro +

δr)2 − r2i ] for the stationary outer cylinder cases. Fig. 3 indi-

cates plots of Nuω − 1 versus Ta with several other reference

data reported in Ref.[2]. The plots of the present TC case

locate in the middle of the other plots. Although the Tay-

lor numbers are not large enough in the present TC case, the

present plots well accord with the thin black line of Nuω =

Ta0.38/100 which indicates the scaling: Nuω ∝ Ta0.38, for

the ultimate regime [2]. For GTC case, the level of the Nus-

selt number becomes approximately 30% larger than the thin

black line. Although the turbulence trends of case GTC are

similar to those of the corresponding d-type rib roughness, this

increasing ratio is relatively low compared to the rib rough-

ness case. For the rough wall TC flows, Ref.[4] suggested

Nuω ∝ Ta0.5 for the ultimate regime. Although we have to

investigate for much higher Ta flows, the present data indicate

that the power index seems maintained at 0.38.

CONCLUSIONS

Although the turbulence trends of case GTC flows are

generally similar to those of the corresponding d-type rib-

roughness, the increasing ratio of the torque is considered to be

relatively low compared to the rib roughness case. Although

we have to investigate for much higher Ta flows, the present

GTC data suggest that Nuω is still proportional to Ta0.38.
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INTRODUCTION

Surfaces with spanwise variation of topology, such as ridge-

type roughness, are known to generate secondary currents,

which originate from turbulence anisotropy and spatial gradi-

ents of Reynolds stresses and represent Prandtl’s secondary

flows of the second kind [1]. The presence of secondary

currents is reflected by spanwise heterogeneity of the time-

averaged streamwise velocity field in the form of alternating

high- and low-momentum pathways (HMPs and LMPs), which

correspond to the downwash and upwash flow regions, re-

spectively. In surfaces with ridge-type roughness, LMPs are

typically observed above the ridges and HMPs occur in be-

tween them [2, 3]. However, a swap in their locations can be

observed when ridge spacing exceeds channel half-height [4].

Spacing between adjacent ridges is one of the primary

parameters that characterises spanwise heterogeneity of the

ridge-type rough surface and consequently influences the size

and strength of secondary currents [2, 4]. While the spac-

ing dependency of secondary currents has been investigated

for several different ridge shapes, the influence of other pa-

rameters has been studied only for rectangular ridges. Thus,

due to lack of systematic studies, it is unclear whether results

obtained for rectangular ridges, for example the appearance

of tertiary flows for very wide ridges [3, 5], can be extrapo-

lated to other ridge shapes. In the present ongoing study, flow

over smooth triangular ridges, which are expected to produce

strong secondary currents [5], is investigated using direct nu-

merical simulations (DNS) in a closed channel configuration.

In the first part of the project, the effects of ridge spacing on

secondary currents and mean flow and turbulence statistics at

two friction Reynolds numbers are investigated, and the re-

sults are compared to the data of Zampiron et al. [6], who

conducted experiments with ridges with equilateral triangular

cross-section, but placed on a rough bed in an open channel

configuration. In the second stage, the triangular cross-section

of the ridges is modified by varying the base width and side

length at a fixed spacing to investigate the influence of these

parameters, which have not been considered previously for tri-

angular ridges.

METHODOLOGY

Direct numerical simulations of incompressible turbulent

channel flow are conducted for each considered ridge spac-

ing and configuration using code iIMB [7] at friction Reynolds

number Reτ = 550. The channel size is 3πδ×πδ×2δ in stream-

wise, spanwise, and wall-normal directions, respectively. Pe-

riodic boundary conditions are applied in the streamwise and

spanwise directions. In all considered cases, the ridges have

a triangular cross-section of constant height, h/δ = 0.08,

and are placed on both walls of the channel, which are mir-

rored with respect to the channel centreline (Figure 1). The

ridge geometry is resolved using an iterative version of the

embedded boundary method by Yang and Balaras [8]. The

computational grid is uniform in the streamwise and span-

wise directions maintaining ∆x+ < 5 and ∆y+ < 5. The grid

spacing in the spanwise direction is refined to resolve the ridge

geometry with at least 16 points across the ridge width, b. In

the wall-normal direction, uniform grid spacing is applied up

to the ridge height (∆z+min = 2/3) and then is gradually in-

creased up to the channel centre. The maximum wall-normal

grid spacing is limited to ∆z+max < 5 in all cases.

To study the influence of ridge spacing, s, this parameter is

varied from πδ/8 to πδ for ridges with an equilateral triangular

cross-section. Investigation of the effects of the base width, b,

on secondary currents is conducted at a fixed ridge spacing

of s/δ = π/2 and b is systematically increased from 2hδ/
√

3

(equilateral triangle) to πδ/2 (ridges cover the whole channel).

In all simulations statistical data was acquired for a min-

imum of 140 flow through times and the double-averaging

approach [9] was used for the computation of statistical quan-

tities such as Reynolds and dispersive stresses.

δ

h

s

b1 b2

b y

z

Figure 1: Schematic of a channel with triangular ridges. δ

is the channel half-height, s is the spacing between ridges in

spanwise direction, h is the height of the ridge, b is the base

width of the ridge, b1 and b2 are the left and right segments

of the ridge base.



RESULTS AND DISCUSSION

To date, DNS with varied ridge spacing and base width

at Reτ = 550 have been completed. Spanwise heterogeneity

of time and phase averaged streamwise velocity due to alter-

nating low- and high-momentum pathways is observed in all

cases (Figure 2). As expected from the experimental study by

Zampiron et al. [6] on triangular ridges, the degree of flow het-

erogeneity increases as ridges are placed further apart. This

is also reflected in the normal and shear dispersive stresses,

which propagate further into the outer layer with an increase

in s, and extend to the channel half-height for cases with the

largest ridge spacings (s/δ = π/2 and π). The dispersive shear

stress 〈ũw̃〉+ levels in the outer layer increase with ridge spac-

ing, reaching their highest values for s/δ = π/2. With the

further increase of s to π, dispersive shear stress levels reduce

but still exceed the levels for the cases with s/δ ≤ π/4. The

peak value of 〈ũw̃〉+ occurs close to the ridge crest and grows

as s is decreased. The Reynolds shear stress follows exactly

the opposite trends. Overall, secondary currents over triangu-

lar ridges are found to exhibit similar behaviour as secondary

flows over rectangular ridges, where the size of the secondary

currents increases with spanwise spacing and their strength is

maximised when s reaches the outer length scale of the flow

[2].

Increasing the width of the ridge base for fixed s has similar

effects as reducing the spacing between ridges, i.e., a progres-

sive reduction of the dispersive shear stress levels accompanied

by a rise of turbulent shear stress is observed. However,

variation of b does not influence the extent of turbulent and

dispersive stresses in the wall-normal direction, which extend

up to the channel half-height at the investigated ridge spac-

ing s/δ = π/2. These findings are consistent with the results

reported for rectangular ridges, where with an increase in the

a)

b)

Figure 2: Contours of time and phase averaged streamwise

velocity ū/uτ with vectors of v̄/uτ and w̄/uτ for surfaces with

varied ridge spacing: a) s/δ = π/2, b) s/δ = π/4.

ridge width the strength of secondary currents is reduced [3, 5].

The presence of tertiary flows is observed between ridges

at the largest spacing s/δ = π, which is in line with results

of Zampiron et al. [6] for triangular ridges. For rectangular

ridges with width comparable to the outer scale of the flow

topological changes in secondary currents in the form of ter-

tiary structures above the ridges have been found [3, 5]. In

contrast, for the present triangular ridges no tertiary flows

above the ridges are observed.

CONCLUSIONS AND OUTLOOK

Variation of s, investigated in the first part of this project,

has significant influence on both size and strength of secondary

currents over triangular ridges. These results are in line with

previous studies on triangular ridges but in different channel

configuration [6] and other ridge shapes [2]. DNS at Reτ =

1000 are currently performed for all studied ridge spacings to

check for Reynolds number dependence of the results.

In the second part of the project, which explores the in-

fluence of ridge configuration, currently only simulations with

varied ridge width have been completed. The behaviour of

secondary currents formed by triangular ridges partially cor-

responds to the one reported for rectangular ridges. In both

cases, increasing b decreases the levels of dispersive stresses

in the outer layer. However, no tertiary flows are observed

above triangular ridges at any value of b in this study. In the

next stage, the investigation of ridge shape dependency will

be extended to ridges with scalene triangular cross-section to

establish the influence of varied side length on secondary cur-

rents by varying the left and right segments of the ridge base

b1 and b2 (Figure 1).
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INTRODUCTION

The shipping sector makes an increasing contribution to

anthropogenic greenhouse gas emissions. The International

Maritime Organisation reported that in 2018 total shipping

contributed a 2.89% share (1,076 million tonnes) to global

anthropogenic emission, a significant increase over the 2.76%

share (977 million tonnes) in 2012 [1].

Friction drag makes the dominant contribution to the total

resistance of typical merchant ships [2]. The drag of a ship hull

significantly increases if the ship is affected by biofouling. Of

the different forms of biofouling, calcareous macrofouling, i.e.,

fouling by organisms such as barnacles or tubeworms which

have a calcareous outer shell, is considered one of the most

severe form of biofouling. Schultz [3] predicted for a typi-

cal naval surface ship of the US Navy (Oliver Hazard Perry

class frigate) an increase of the total resistance of approxi-

mately 36% for medium calcareous fouling and 55% for heavy

calcareous fouling. Therefore, understanding the effects of dif-

ferent forms of biofouling on frictional drag is of importance

for the assessment of resistance of biofouled ship hulls and the

cost-effective scheduling of maintenance intervals [4].

In the present study, direct numerical simulations are used

to investigate the Reynolds number dependency of turbulent

flow over a surface affected by a common form of calcareous

macrofouling, namely fouling by acorn barnacles (order Ses-

silia).

METHODOLOGY

A barnacle-fouled surface was generated using the BaRGE

algorithm which mimics the settlement behaviour of barnacles

[5]. Barnacles are represented in simplified form as conical

frustra following the approach of Sadique [6]. 10% of the

surface is covered by barnacle features, while the rest of the

surface remains smooth. Key surface parameters are summa-

rized in Table 1. This surface can also serve as an example

for a heterogeneous roughness, a class of roughness that has

received to date far less attention than homogeneous rough

surfaces which are statistically uniformly covered by rough-

ness features [7].

Direct numerical simulations of rough-wall turbulent chan-

nel flow were conducted using the in-house code iIMB [8]

which employs an iterative version of the embedded boundary

method of Yang & Balaras [9] to resolve the roughness fea-

tures. The roughness was applied to both the lower and the

upper wall of the channel (see Figure 1), and periodic bound-

ary conditions were applied in the streamwise and spanwise

direction. Key simulation parameters are summarised in Ta-

ble 2. Uniform grid spacing was applied in the streamwise

and spanwise direction of the flow; across the height of the

roughness uniform grid spacing was also applied in the wall-

normal direction. Above the roughness, the grid was gradually

stretched reaching its maximum wall-normal spacing at the

channel centre. The roughness Reynolds number k+ = k/`d,

where k is set to the maximum barnacle height and `d is the

viscous length scale of the flow, was varied using the method

of Thakkar et al. [10]: For high k+ the friction Reynolds num-

ber Reτ of the channel flow was varied, while for low k+ Reτ
was kept fixed and the size of the roughness features in outer

units k/δ, where δ is the channel half-height, was decreased

using a ‘scaling and tiling’ approach. In all cases, a domain

length Lx = 2πδ and width Ly = πδ was used.

RESULTS

The Hama roughness function ∆U+, i.e., the downwards

shift in the mean streamwise velocity profile compared to

smooth-wall conditions, is shown in Figure 2. Fully rough

behaviour is approached at the highest Reynolds number and

the equivalent sand grain roughness ks corresponds to circa

45% of the maximum barnacle height. Compared to Niku-

radse’s [11] sand-grain roughness a more gradual increase in

∆U+ can be observed over the transitionally rough region with

the barnacle surface showing a trend that is close to the em-

pirical formula of Colebrook [12]. Reynolds stress profiles (not

shown) indicate a partial recovery of smooth-wall behaviour

over the smooth sections of the rough surface. The streamwise

Reynolds stresses display a ‘roughness’ peak which is associ-

ated with the crests of the barnacle features. In addition, for

the higher Reynolds number cases, a smooth-wall like ‘inner’

peak, which falls into the buffer layer relative to the smooth

surface, emerges.

CONCLUSIONS AND OUTLOOK

The fluid dynamic properties of a surface lightly fouled by

barnacles have been investigated using direct numerical sim-

ulation. Further diagnostics, such as quadrant analysis and

spectra of the turbulent velocity fluctuations, will be investi-

gated in the next stage of the project. In addition, a series of

DNS for a surface heavily fouled by barnacles are planned al-

lowing direct comparison to a configuration where no smooth



surface sections remain.
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Sq/δ Smax
z /δ Ssk Sku ES Lxcorr/δ Lycorr/δ

0.0180 0.1267 4.06 19.5 0.067 0.26 0.19

Table 1: Overview of key surface topographical parameters:

Sq - rms roughness height; Smax
z : maximum peak-to-valley

height; Ssk: skewness of height distribution Sku: kurtosis

of height distribution; ES: effective slope, Lxcorr: streamwise

correlation length, Lycorr: spanwise correlation length. Note:

height and length scales are given for the full-scale roughness

pattern. For case 180hs these values need to be multiplied by

a factor of 1/2.

case Reτ k/δ Nx Ny ∆z+min ∆z+max

180hs 180 0.0634 1536 768 0.667 2.58

180fs 180 0.1267 768 384 0.667 2.58

270fs 270 0.1267 768 384 0.667 2.92

395fs 395 0.1267 768 384 0.667 3.03

540fs 540 0.1267 864 432 0.667 2.58

720fs 720 0.1267 960 480 0.667 2.54

Table 2: Overview simulation parameters: k maximum rough-

ness height; Nx, Ny number of grid point grid spacing in

streamwise and spanwise direction. ∆z+min: minimum wall-

normal grid spacing; ∆z+max: maximum wall-normal grid spac-

ing. All cases expect for 180hs use the full-scale roughness

pattern. The case 180hs uses 2 × 2 tiles of the roughness pat-

tern scaled by a factor of 1/2.

Figure 1: Schematic illustration of the channel flow domain.

The rough surface is applied to both walls of the channel. On

the upper wall, the rough surface pattern is shifted to minimize

local blockage effects.

Figure 2: Roughness function ∆U+ versus k+s for the barna-

cle surface with 10% coverage. For comparison, sand grain

roughness data by Nikuradse [11] and Colebrook’s empirical

formula [12] are shown.
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INTRODUCTION

Sudden changes in surface roughness occur in a variety

of applications in engineering and the natural sciences, such

as atmospheric boundary layers, gas or water turbines, river

or ocean flows. Understanding how the flow adjusts to new

surface conditions is important, and still represents an open

research field.

The effects of abrupt changes in surface conditions for

wall-bounded flows have been extensively analyzed through

theoretical, experimental and numerical simulation investi-

gations. Several measurements of turbulent boundary layer

following either a rough-to-smooth or a smooth-to-rough tran-

sition have been performed in the past decades [1, 2]. However,

the accuracy of measurements close to the wall is not always

good and the wall shear-stress could be significantly affected

by measurement errors. This is especially true when the sur-

face is rough, and knowing the effective position of the wall

is non-trivial. Numerical simulations, on the other hand, are

mainly limited by their high computational cost [3]. In fact,

wall-resolved simulations of rough, wall-bounded flows are dif-

ficult and expensive to perform. Several modelling approaches

have been designed to circumvent the resolution issues and

conduct simulations at high Reynolds number. In particular,

Wall-Modelled Large-Eddy Simulations (WMLES) and hybrid

RANS/LES methods have been successful in a variety of flows.

In the present work, two modelling approaches were con-

sidered: the WMLES based on the logarithmic law of the wall,

and a hybrid RANS-LES model that uses the Improved De-

layed Detached-Eddy Simulation (IDDES) method [4]. Both

models were originally designed for smooth-wall boundary lay-

ers, but roughness corrections can be introduced.

NUMERICAL METHODOLOGY

Both above mentioned approaches resolve the energy-

carrying eddies away from the wall, but model the near-wall

region. The filtered (or Reynolds-Averaged) Navier-Stokes

equations for incompressible flow were solved:

∂ui

∂xi
= 0;

∂ui

∂t
+

∂

∂xj
(uiuj) = −

∂p

∂xi
+ ν∇2ui −

∂τij

∂xj
. (1)

Here, filtered quantities are indicated with an overbar, i = 1, 2

or 3 denotes the streamwise, wall-normal and spanwise di-

rections. The way the unresolved, sub-filter scale stresses,

τij = uiuj − uiuj , were modelled depended on the method-

ology: WMLES used the eddy-viscosity model proposed by

Vreman [5]; IDDES used the Spalart-Allmaras eddy-viscosity

model with modified length-scale, which produced a smooth

blending of the RANS region close to wall with the LES region.

Wall roughness was introduced through modification of

both the model for the unresolved stresses and the bound-

ary conditions. In WMLES, approximate boundary conditions

were applied: the wall shear stress was inferred from the log-

arithmic law-of-the-wall for smooth or rough surfaces:

U+ =
1

κ
log y+

if
+B; U+ =

1

κ
log(yif/ks) + 8.5. (2)

In these equations, B ≃ 5.0− 5.2 is the standard logarithmic-

law intercept, κ = 0.41, ks is the equivalent sandgrain rough-

ness, yif is the interface between inner and outer layers,

which does not coincide with the first grid point to allow bet-

ter development of the near-wall eddies [6]. In IDDES, the

Spalart-Allmaras model was modified using the Boeing exten-

sion [7], which replaces the homogeneous Dirichlet boundary

condition at the wall on the transported eddy viscosity, ν̃ = 0,

with a non-homogeneous Neumann boundary condition that

increases the transported eddy viscosity at the wall to account

for surface roughness.

Simulations were performed in an open channel configura-

tion as shown in Figure 1. The domain size is 56H×H×14H,

where H is the open channel height, and the rough strip oc-

cupies 66% of the domain length. These dimensions match

the experimental setup of [2] (where, however, a boundary

𝐿𝑥 = 56

𝐿𝑟 = 37 𝑥

𝑦

𝑧

𝐿𝑧 = 14

𝑅𝑜𝑢𝑔ℎ 𝑊𝑎𝑙𝑙

𝑆𝑚𝑜𝑜𝑡ℎ 𝑊𝑎𝑙𝑙

𝐿𝑦 = 1

Figure 1: Computational domain (not to scale).
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Figure 2: Recovery of the skin friction coefficient, Cf . Nor-

malization is done by Cf0, which corresponds to value of Cf

at the end of the smooth strip.

layer flow rather than a periodic channel flow was repro-

duced). A grid convergence study was performed for the

WMLES and the final grid had a spacing ∆x+ = ∆z+ = 225

(∆x/H = ∆z/H = 0.032) and Nx×Ny×Nz = 1792×60×448

points. The resolution and the boundary conditions in the wall

normal direction depended on the specific methodology con-

sidered. In the WMLES, the inner/outer layer interface was

fixed at 5% of the channel height. Dirichlet boundary con-

ditions at the wall were applied on the velocity field for the

IDDES, which requires ∆y+1 < 1 at the wall. Both approaches

require a value of ks as input, which was chosen to match the

experimental value of the roughness function, ∆U+, at the end

of the rough strip. Namely, the equivalent roughness height

in wall units was k+s ≈ 130 at the interface between rough

and smooth strips. The Reynolds number based on the fric-

tion velocity at the same location was Reτ ≈ 7200. Periodic

boundary conditions were applied in the streamwise and span-

wise directions, simulating an infinite domain of alternating

rough-to-smooth strips.

RESULTS

The results from the simulations performed are compared

to experimental data [2]. Here, a medium and a fine grid for

the WMLES, and a medium grid for the IDDES, are consid-

ered (additional simulations with a finer grid will be presented

at the conference). The recovery of the skin-friction coefficient

downstream of the rough-to-smooth transition is shown in Fig-

ure 2. The IDDES gives a more accurate recovery compared

to the WMLES, which does not predict the sharp increase

of the skin friction at the beginning of the rough strip, but

both models predict the recovery of the skin friction coef-

ficient reasonably well. Note that the WMLES calculation

requires significantly fewer computational resources than the

IDDES, both because the number of grid points is much lower,

and because the time-step can be larger. The mean-velocity

profiles in outer units at different locations downstream of the

rough-to-smooth transition are presented in Figure 3. Normal-

ization is done by the bulk velocity, Ub, and the displacement

thickness, δ∗. The simulations results match the experiment

accurately.

A limitation of both models is the fact that they are

designed to yield the smooth-wall logarithmic law when no

roughness is present. Thus, the roughness function at the in-

ner/outer layer interface (not shown) is zero by construction,

while the experiments show a different behaviour. The impli-
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Figure 3: Mean velocity profiles at different x/H locations

downstream the rough-to-smooth interface. Lines and sym-

bols as in Figure 2.

cations of this issue will be discussed in the final version of the

paper.

CONCLUSIONS AND FUTURE WORKS

Two modelling approaches, WMLES and IDDES, were

tested on a non-uniform roughness configuration and com-

pared with experimental results. Both methods predict ac-

curately the velocity profiles in outer units downstream the

rough-to-smooth transition. The recovery of the skin friction

coefficient is better predicted by the IDDES, which however

requires a higher computational effort. Future work will be

focused on obtaining a grid-converged solution for the IDDES

and identifying methods to relax the models to the smooth-

wall solution in a more physically consistent manner.
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INTRODUCTION

Elongated fibers dispersion and deposition is studied in

turbulent channel flow through Direct Numerical Simulations

(DNS), combined with Lagrangian Particle Tracking (LPT),

under one-way coupling conditions. Simulations are carried

out with relatively low friction Reynolds number equal to Reτ
= 180. The flow is bounded by two-dimensional irregular

rough walls. The roughness effect is investigated increasing the

mean roughness height of the asperities. Fibers are modelled

as ellipsoidal particles having different aspect ratio (equal to

1, 3 and 10) and different Stokes number (equal to 1, 5, 50 and

100). The wall roughness and fiber elongation effects are inves-

tigated in term of particle dynamics, distribution, orientation,

translation, and rotation. The achieved results over rough

surfaces are compared with those over smooth walls, showing

how roughness completely modifies the fibers behavior. In the

near wall region, in fact, roughness dramatically reduces the

deposit phenomenon while increasing the particle dispersion

in the center of the channel, with a mean concentration equal

to the specific one C0. Table 1 shows the geometric features of

the computational domain for all cases: the length along the

streamwise (x1), spanwise (x2) and wall-normal (x3) direc-

tions, the number of grid points used for discretization of the

domain and the mesh resolution. As reported in Table 1, for

the smooth channel (Case F1), the size of the computational

domain is set to 2πδ × πδ × 2δ in the streamwise, spanwise

and wall-normal directions, respectively, with δ, as previously

mentioned, the half channel width. The domain length in the

streamwise direction was duplicated for the rough cases (R1,

R2 and R3). Periodic boundary conditions are imposed in the

streamwise and spanwise directions, while the no-slip condi-

tion is applied on the walls. Uniform cell distribution in used

in the streamwise and spanwise direction, with dimension of

grid cells equal to ∆x+1 ≈ 8.8 and ∆x+2 ≈ 4.4, respectively.

The computational grid was designed as to achieve a distance

from the solid wall well below one wall unit for the closest

computational node. In particular, we adopted a non-uniform

grid refinement strategy, with minimum grid spacing of about

0.05 wall units at the wall and maximum grid spacing, at the

channel centerline, of about 7 wall units at the channel center-

line. Such grid spacing was enforced both in the flat-wall case

and in the different rough-wall cases, also considering that in

rough conditions the mesh is boundary fitted. This technique

Table 1: Details of all cases: Reτ is the Friction Reynolds

number , Lx1, Lx2 and Lx3 are the domain sizes; ∆x+1 , ∆x+2 ,

∆x+3,min and ∆x+3,max are the mesh resolution.

Case Reτ Lx1 Lx2 Lx3 ∆x+1 ∆x+2 ∆x+3,min ∆x+3,max
F1 180 2πδ πδ 2δ 8.8 4.4 0.12 7.1

R1 180 4πδ πδ 2δ 8.8 4.4 0.06 7.7

R2 180 4πδ πδ 2δ 8.8 4.4 0.06 7.7

R3 180 4πδ πδ 2δ 8.8 4.4 0.06 7.7

ensures the possibility to impose the mesh resolution at the

boundary.

Geometric and physics properties of solid phase, dispersed

in computational domain, are reported in Table 2. Dimen-

sionless values of ellipsoids are: semi-minor axis a+ = 0.36,

Stokes numbers St+ = 1, 5, 50 and 100 and aspect ratios λ = 1

(spherical particles), 3 and 10. To ensure converged statistics,

swarms of 200.000 ellipsoidal particles are tracked for each

category, assuming dilute flow. Regarding initial conditions,

at the start of the simulation, particles were distributed in

the outer region of the computational domain, away from the

rough walls; ellipsoid orientation were chosen randomly and

their initial velocity was set similar to the fluid velocity in

their position.

PARTICLE DISTRIBUTION

A visual comparison between the instantaneous distribu-

tion of particles with St+ = 1 and St+ = 100 for smooth and

high rough walls cases is presented in Fig.1. Panels shows a

channel slice along the directions x1 − x3 for the first case F1

and the last case R3. Particles are depicted according their

streamwise velocity vx1 using blue to red colour scale.

As stated in literature, in smooth domain, particles with

small Stokes number are randomly distributed in the channel,

whereas particles with St+ > 1 accumulate at the wall.

Fig.1(a), relative to the lighter particles case, shows an al-

most uniform distribution of dispersed phase. Particles move

faster in the central region of the channel and have slower

velocity in the region close to the wall, coherently with fluid

velocities. Due to their lower inertia, in fact, particles with

St+ = 1 are strongly influenced by the motion regime. Heavy

particles, however, follow different behavior, Fig.1(b) shows

particles with St+ = 100.



Table 2: Particle parameters: St+ is the Stokes number; λ

is the aspect ratio; S is the density ratio; 2b+ is the ellip-

soid major axis, expressed in wall units and ρp is the ellipsoid

density.
Set St+ λ S 2b+ ρp[kg/m3]

P1-1 1 1 34.70 0.72 45.11

P1-3 1 3 18.57 2.16 24.14

P1-10 1 10 11.54 7.20 15.00

P5-1 5 1 173.60 0.72 225.68

P5-3 5 3 92.90 2.16 120.77

P5-10 5 10 57.70 7.20 75.01

P50-1 50 1 1736.0 0.72 2256.8

P50-3 50 3 929.0 2.16 1207.7

P50-10 50 10 577.0 7.20 750.1

P100-1 100 1 3469.91 0.72 4510.88

P100-3 100 3 1857.13 2.16 2414.26

P100-10 100 10 1154.21 7.20 1500.48

As already amply demonstrated by the scientific commu-

nity, ellipsoidal particle with greater inertia tend to accumu-

late near wall, making the distribution in the channel, uneven.

From the Fig 1(b) it is also clear that particles moving with

low velocities is much greater than fast particles.

Focusing our attention on rough walls cases, roughness

tends to uniform the particles distribution. Fig.1(c) shows

lighter particles (St+ = 1) are distributed in a similar way to

the flat case and are easily transported even inside the cavities

of the rough wall.

Finally, Fig.1(d), related to particles with St+ = 100, shows

that heavy particles in rough domain assume a more uni-

form distribution than smooth case, thanks to increasing of

rebounds and resuspension phenomena.

PARTICLE CONCENTRATION

Particle concentration profiles for the different aspect ra-

tios considered in this study are shown in Fig. 2. The profiles

refer to the steady state condition for particle concentration,

namely to a stage of the simulation for which the wall-normal

Figure 1: x1 − x3 slice of instantaneous particles distribution (at

an arbitrary instant), Panels: (a) Case F1 and Set P1-1, (b) Case

F1 and Set P100-1, (c) Case R3 and Set P1-1, (d) Case R3 and

Set P100-1.

volumetric number density of the particles, labelled as C here-

inafter, does not change in time anymore (due to a balance of

transfer fluxes to and away from the wall). The concentration

profiles show the behavior of the number density, C, normal-

ized by its initial value C0, given by the ratio of the total

number of particles tracked and the total volume of the flow

domain [2]. Plots are truncated at x+3 = 80 because the trend

observed in the region 40 < x+3 < 80 persists throughout the

channel center. An inset has been added in each panel of Fig.

2 to highlight concentration profiles near the wall when plotted

with respect to a virtual origin of the wall-normal axis. Specifi-

cally, this virtual origin is set equal to the maximum roughness

peak k+max where the coordinate x+3 −k+max is equal to zero in

all rough-wall cases [3]. By doing so, concentration profiles for

a given particle set in the different flow configurations can be

compared directly. As well know, inertial particles dispersed

in a turbulent channel flow tend to accumulate in the near-wall

region [1, 3]. Therefore, the peak of concentration developed

by the particles inside the viscous sublayer in the smooth-wall

case (solid line in each panel) is well expected.

Examination of the profiles for the rough-wall cases (R1,

R2 and R3) shows that the near-wall peak of concentration

decreases (ranging from C/C0 ≈ 4.5 in case R1 to C/C0 ≈ 1.5

in case R3) as the roughness is increased and its location

shifts towards higher values of x+3 , where the highest rough-

ness peaks are found. Compared to the smooth-wall case,

particles appear more uniformly distributed throughout the

channel height.

Figure 2: Wall-normal concentration profiles in the different

flow configurations (the solid line refers to the smooth-wall

case F1, symbols refer to the different rough-wall cases). Pan-

els: (a) λ = 1, (b) λ = 3 and (c) λ = 10. Each inset provides

a close-up view of the profiles in the near-wall fluid slab x+3 ¡

40 of C/C0 vs x+3 - kmax
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INTRODUCTION

Lateral recirculating regions constitute surface storage

zones in rivers, where large-scale coherent structures dominate

the mass and momentum transport, playing a fundamental

role in the dynamics of sediment transport, biogeochemical

processes, and nutrient cycles. Mass transport in these sys-

tems can be studied from two different perspectives which

consist of Eulerian and Lagrangian approaches. Most of

the previous works have focused on estimating a mean res-

idence time or a global mass exchange coefficient based on

the transverse velocity and dye release methods from a Eule-

rian approach. To the best of the author’s knowledge, only

one previous investigation, which is based on laboratory ex-

periments, has studied the mass exchange between the cavity

and the main channel from Lagrangian perspective [1], and

no work exists on local residence times and particle dispersion

that can shed light about the Lagrangian transport patterns in

a cavity flow. However, in conditions where pollutants, nutri-

ents or sediments are present in a lateral cavity, Eulerian and

Lagrangian data related to global and local mass transport

can be highly different. To elucidate the differences in mass

exchange and provide quantitative comparisons of the physi-

cal processes from both perspectives we performed large-eddy

simulations (LES) of the flow in a straight rectangular channel

with a lateral square cavity at Re = 1.2×104 coupled with an

advection-diffusion equation and a Lagrangian particle model.

We also aim to characterize the Lagrangian transport patterns

and timescales in the lateral cavity.

NUMERICAL MODEL

For the turbulent flow, we solved the three-dimensional,

spatially-filtered unsteady, incompressible Navier-Stokes equa-

tions with the one-equation LES turbulence model (LDKM) of

[2]. The system simulated correspond to the three dimensional

cavity flow configuration of [3] by considering the entire exper-

imental setup and the same Reynolds number. The domain

consists of a long channel with a lateral square cavity and is

presented in Figure 1. Also, a fine numerical grid consisting of

approximately 27 millions grid points was used, and the dis-

tance from solid boundaries to the first row of grid points was

set to values lower than z+ = 1. Finally, to ensure a developed

velocity profile at the entrance of the cavity, we implemented

the stochastic turbulent inlet method of [4] in the upstream

boundary.

For the mass transport, we solved an advection-diffusion

equation for the concentration and a Lagrangian particle

Figure 1: Computational Domain

model. For the later, particles were considered as tracers and

the flow velocities were interpolated at the particle position.

Also, the stochastic sub-grid scale model of [5] was used to

account for the effect of the scales not directly resolved by

the LES in Lagrangian dynamics. The initial condition cor-

respond to a concentration equal to 1 and a total of 108,000

particles uniformly distributed inside the cavity, and a zero

concentration and no particles at the main channel

GLOBAL MASS TRANSPORT

Based on the global mass conservation of a passive scalar

in the entire system, equation (1) describes how the spatially

averaged concentration changes over time, where C0 and Cc
are the initial and instantaneous concentration in the cavity

respectively.

Cc/C0 = e−t/τ (1)

We compute the spatially averaged concentration and the frac-

tion of the initial number of particles that remain inside the

cavity over time, and we fitted the theoretical curve (1) to

our data as is shown in Figure 2. The mean residence time

obtained from Lagrangian and Eulerian data in dimensionless

units (tUb/h) are τL = 102 and τE = 130 respectively. The

mean residence time is influenced by at least three different

flow timescales which are: (i) the shear layer (tsl = 4); (ii) the

eddy turnover (ted = 50); and (iii) the vortex core timescale

(tvc = 150). Similarly, the mass exchange coefficients from

Lagrangian and Eulerian data are kL = 0.042 and kE = 0.033

respectively. The larger mass exchange coefficient obtained

from the Lagrangian data indicates a considerably more trans-

port compared to the Eulerian approach. The values obtained

are within the range of values found in the literature for cav-

ity flows (0.01-0.05). Finally, both curves deviate from the
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theoretical line in the semi-log plot at a concentration of 30%

approximatively, but are still linear, indicating that two dif-

ferent timescales control the mass exchange with a decaying

exponential trend.

Figure 2: Exponential curve fitting of C(t) in semi-log plot

LAGRANGIAN TRANSPORT

To characterize Lagrangian timescales inside the cavity,

we plot particle residence times according to their initial

position. Figure 3 shows instantaneous and space- and

time-averaged particle residence times. The averaged was

performed over one shear layer period in time, and vertically

integrated in space. The strong spatial variability of particles

residence times observed in many zones inside the cavity

(Figure 3a), indicates that even particles starting close to each

other can possess very different residence times, highlighting

the complex Lagrangian dynamics of the cavity flow. This

variability is mainly explained by the instantaneous dynamics

of the shear layer, where particles approximating to the

interface have some probability to leave the cavity or remain

inside. Particles that do not leave, go around the cavity,

adding an average time similar to the eddy turnover timescale

to the residence time. Also, since the contours in Figure 3a

depends on the flow initial condition, Figure 3b is a better

indicator of the average time that takes a particle to leave

the cavity from that time.

Figure 3: Spatial distribution of particle residence times ac-

cording to their initial positions. (a) x-y plane of non-averaged

values at z/h = 0.6. (b) space- and time-averaged values

SUMMARY AND CONCLUSIONS

Large differences were found on mean residence times from

both perspectives, which implies that global transport of con-

tinuous and discrete substances can be highly different. With

respect to Lagrangian patterns and timescales, the key points

that can be deduced from particles trajectories and residence

times and a schematic summary are presented below .

Figure 4: Lagrangian patterns in a lateral square cavity

(i) The cavity have two zones of more clear timescales which

are the central region influenced mainly by the vortex

core, and the interface and upstream boundary influ-

enced mainly by the shear layer.

(ii) Particles starting at the central region remain inside the

cavity on average for longer times than particles starting

at any other positions, due to the small velocities that

exist there (red in Figure 4).

(iii) Particles starting close to the interface and the upstream

boundary have a higher probability of leaving the cavity

immediately than remain inside (blue in Figure 4).

(iv) All other zones inside the cavity have a larger variability

on residence time, which is almost entirely explain by

the complex instantaneous dynamics of the shear layer.

(v) Particles starting close to the downstream and end

boundaries are also influenced by the vortex developed

inside the cavity, which scatter particles trajectories,

moving them towards the central region and causing that

they do not face the interface only in the zones of lower

residence times (orange in Figure 4).

(vi) Particles that cross the interface but finally remain inside

the cavity, enter very close to the downstream boundary,

ejected at high velocity by the jet, and occupying more

the perimeter than the central region of the cavity, un-

like particles that never cross the interface, that occupy

many times the central region along their trajectories

(green in Figure 4).
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The breakup of solid fibers transported in turbulent flows

is a problem of crucial relevance in process and chemical en-

gineering. The driving mechanism behind fiber breakup relies

on the peaks of stress exerted by turbulent fluctuations on

the solid fibers. These may cause such large deformations

that the stress in the material overcomes the ultimate tensile

strength resulting in fragmentations [1]. This peculiar prob-

lem can be generally enclosed within the macro category of

Fluid-Structure Interaction (FSI), a strongly non-linear prob-

lem that involves the intricate coupling between the governing

equations of fluid dynamics and solid mechanics. In FSI, the

interaction between movable or deformable solid structures

and internal or surrounding fluid flows occurs via the exchange

of momentum through geometrically complex interfaces that

evolve in time. The deformation of the immersed structures,

and the consequent temporal modification of the solid-fluid

interfaces, strongly couples the dynamics of the fluid with

that of the solids involved in the process. The problem be-

comes even more complex if fracture mechanics is taken into

account. Advancing our capability in the modeling of this

class of problems, with a focus on fiber breakup, is of crucial

relevance, but presents many challenges related to the com-

plexity of the phenomena involved, their multi-physics nature

and the high demand for computational resources. In this

context, we aim to present a novel methodology for the three-

dimensional, Direct Numerical Simulation (DNS) of generic

fluid-structure interaction problems involving fracturing. Peri-

dynamics [5] is used to describe the mechanical behavior of

the solid phase, coupled via a multi-direct immersed bound-

ary method [3, 4] with the incompressible formulation of the

Navier-Stokes equations, which are used to resolve the dy-

namics of the fluid phase. The synchronization of the solution

is achieved with a fully explicit, weak-coupling strategy that

allows for fast and efficient computations. Peridynamics is

a reformulation of continuum mechanics based on integral

equations. The major advantage of using peridynamics re-

lies on replacing partial differential equations with integral

ones, such that derivatives are completely removed from the

formulation, avoiding the occurrence of singularities in the

presence of cracks, which are intrinsically considered within

the theoretical framework. We tested our methodology against

different benchmarking test cases whose results were compared

to well-referenced and independent data available in the litera-

ture [2]. Finally, the proposed methodology was applied to the

interface-resolved, direct numerical simulation of the breakup

of brittle fibers in Homogeneous Isotropic Turbulence (HIT)

The fibers, immersed in a triperiodic domain, are transported

by turbulent fluctuations of the flow and undergo a breakup

process due to the peaks of the stress exerted by the fluid.

Some qualitative results of the simulation are presented to

show the potential of the proposed approach.

Figure 1: A snapshot of the break up of brittle fibers in HIT.

Vortical structures are highlighted by Q-criterion and colored

according to velocity magnitude.
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INTRODUCTION 
 
   In many industries such as paper making and pulp 
production involves particle transport in gas- or liquid-flow 
devices, such as mixing vessels, conveying in particle 
separators, pipes, and channel transport. These types of 
multiphase flows are wall bounded and typically highly 
turbulent. The particles found in these processes are rarely 
spherical but may have various shapes, from regular (e.g., 
fibers, rods, and plates) to irregular (i.e., agglomerates or 
sand grains). Though for many years, research is related to 
the behavior of regular non-spherical particles in turbulent 
flows, a conclusive description is, not yet available. For many 
design rules as well as in numerical computations of 
dispersed multiphase flows by computational fluid dynamics 
(CFD) methods the most common assumption is that the 
particles are spherical. This applies to the relevant fluid 
dynamic forces in a confined flow and to the interactions 
between particles as well as the particle-wall interactions 
(i.e., collisions and lubrication), which of course yields a non-
realistic dealing of the problem. In this contribution, CFD 
computations in the Euler/Lagrange framework using the 
point-particle assumption of large-scale turbulent channel 
flows laden with elongated non-spherical particles was 
carried out. 
 
NUMERICAL MODELING 
 
  A CFD model using an LES-Euler/Lagrange approach was 
developed and implemented in the open-source platform 
OpenFOAMⓇ, elaborating a custom solver. The flow field 
and turbulence of the continuous phase are modelled by the 
Large Eddy Simulation (LES) approach, requiring a fully 
transient solution of the transport equations. In addition, 
the numerical calculation of particle-laden flows by point-

particle Euler/Lagrange type of methods is based on tracking 
each non-spherical particle’s translational and rotational 
motion, so that the center position and the orientation of 
the particles is known. For this purpose, three coordinate 
systems can be defined (Figure 1): x [x, y, z] the inertial or 
laboratory frame of reference, commonly referred to as 
world space, x’ = [x’, y’, z’] the particle coordinate system 
centered at the particle mass center with the axis being 
parallel to the major axis of the particle, commonly referred 
to as body space, and x” = [x”, y”, z”] the co-moving particle 
coordinate system also centered at the particle mass center 
but with its axis being parallel to the laboratory coordinate 
system. For non-spherical particles the translational motion 
is calculated in world space, x, frame and the rotational 
motion in body space, x’, in the following way: 
 

𝑚!
𝑑𝒖!
𝑑𝑡 = 𝑭𝒅 + 𝑭𝑳𝑺 + 𝑭𝑳𝑹 +𝑚!𝒈)1 −	

𝜌&
𝜌'
. (1) 

𝐼()
𝑑𝑤()
𝑑𝑡 − 𝑤*!𝑤+!1𝐼*! − 𝐼+!2 = 𝑇,,() (2) 

𝐼*)
𝑑𝑤*)
𝑑𝑡 − 𝑤+!𝑤(!(𝐼+! − 𝐼(!) = 𝑇,,*) (3) 

𝐼+)
𝑑𝑤+)
𝑑𝑡 − 𝑤(!𝑤*!1𝐼(! − 𝐼*!2 = 𝑇,,+) (4) 

 
Where mp, 𝐹!, 𝐹"#, 𝐹"$ are the mass of the particle, the 
hydrodynamic drag, the profile or shape lift, and the slip-
rotation lift, which includes the effect of angle of incidence 
on the respective coefficient [1, 2]. 𝐼%&, 𝐼'&, and 𝐼(& 
correspond to the moments of inertia about the particle 
principal axis [i.e., x’] and 𝑇),%&, 𝑇),'&	and 𝑇),(& are the 
components of the hydrodynamic torques. As the 
calculation is conducted in different coordinate systems, a 
transformation between x’ and x” is required through a 
transformation matrix [3]. This transformation matrix may 
be expressed in terms of the Euler angles or the Euler’s four 
parameters or quaternions. Unfortunately, a singularity 



exists when evaluating the temporal change of the Euler 
angles [4] wherefore, mostly the Euler parameters [5] or 
Quaternions [6] are applied instead. These can also be used 
to determine the particle orientation angles. 

 
Figure 1: Definition of coordinate systems and characteristic 
angles; inertial coordinate system (x=[x, y, z]) and particle 
coordinate systems [x´=(x´, y´, z´)] and [x´´=(x´´, y´´, z´´)]. 
 
SIMULATION SETUP AND RESULTS  
 
    Model validation using the Euler/Lagrange point-particle 
framework for elongated, inertial fibers was accomplished 
comparing the obtained results with the numerical 
validation data obtained by Marchiolli’s research group [6], 
in which a turbulent channel flow (considering DNS 
simulations), was studied. For the calculations, firstly a 
turbulent channel flow condition was obtained simulating it 
under periodic conditions in the streamwise and spanwise 
directions, while the no-slip condition was enforced at the 
walls. Figure 2 shows the obtained instantaneous velocity 
field for three perpendicular planes inside the turbulent 
channel flow, which is further used for the analysis of the 
particle’s behavior. The comparison of the flow field was 
achieved evaluating the statistical moments of the turbulent 
flow such as mean streamwise velocity. 
 

 
Figure 2: Instantaneous normalized flow velocity field 
obtained in the turbulent channel simulation. 
 
The fiber behavior is characterized using the non-
dimensional particle relaxation time based on the viscous 

time scale and the equivalent sphere volume diameter. 
Different particle sizes were considered and injected in the 
domain, differing in the particle size and aspect ratio. The 
simulations evolved with enough fibers ensuring statistically 
convergent results independent of particle number. Here, 
the shape and orientation angle were considered, especially 
in the treatment of the particle-wall interaction where the 
recent model proposed by Quintero et al. [6] was used.  
 
A good agreement of the flow field with the results obtained 
by Marchiolli et al. was observed when the conditions were 
accurately established. Including the proper fiber dynamics 
in the simulations yield a different obtained behavior, such 
as particle concentration field near the wall, when 
considering only spherical particles. Particularly here, the 
hydrodynamic wall interaction (e.g., lubrication) was 
analyzed. In addition, deposition rates, accumulation, fiber 
orientation and alignment frequency were also compared 
against the results obtained by Marchiolli et al. [5]. 
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INTRODUCTION

Magnetic density separation (MDS) is an innovative tech-

nique that separates different types of plastic particles accord-

ing to their different mass densities. To this end an effective

vertical mass density gradient in a liquid is created by applying

a strong magnetic field to a ferrofluid. Particles transported

by this liquid settle at the height where their mass density

equals the effective fluid mass density. To obtain a high sepa-

ration efficiency, it is important that the level of turbulence in

the liquid is kept as small as possible. The liquid is first guided

through a honeycomb in which the flow is relaminarized. How-

ever, in the wake of the honeycomb cell walls disturbances are

created [1], which together with the effect of the particle mo-

tion may lead to turbulent flow further downstream. In this

paper, we investigate this and its effects on particle separation

using temporal point-particle DNS of the system, taking into

account the full interaction between particles and fluid and

particle collisions.

GOVERNING EQUATIONS AND NUMERICAL METHODS

In figure 1 the schematic of the MDS apparatus is given.

The ferrofluid enters the system from the left and is guided

through a honeycomb, whereas the particles to be separated

can only enter the separation chamber via the top and bottom

channels. In the separation chamber, a strong magnetic field

is applied by magnets on the bottom and top (not indicated in

the figure). The top and bottom walls of the separation cham-

ber move with the mean fluid velocity. At the downstream end

of the separation chamber, the separated particles are sorted

by means of the separator blades. In all simulations shown

here the magnetic field corresponds to the one-dimensional

magnetic field between two identical magnetic Halbach arrays

with their stronger sides facing each other.

Figure 1: Schematic of magnetic density separation apparatus.

We use an Euler-Lagrange approach, in which the flow

around the spherical particles is not resolved, but a point-

particle approach is applied instead. The effect of the mag-

netic field on the flow can be incorporated in a reduced pres-

sure [2]. Since the mass density of the particles is close to

that of the fluid, the complete equation of motion is solved

for each particle, including added mass force, force due to the

undisturbed velocity field and history force, along with the

equation for particle rotation. It has been shown that the his-

tory force has a significant effect on the particle motion [2].

This force has been implemented in an efficient way [3]. The

reaction forces of the particles on the fluid are distributed over

a volume equal to the particle volume. Particle collisions are

taken into account by an efficient collision search method and

taking into account conservation of linear and angular mo-

mentum and the coefficient of restitution for collisions of wet

plastic particles.

The simulation domain is the region between the exit of

the honeycomb and the separator blades, for which a tempo-

ral approach is applied with periodic conditions in streamwise

and spanwise directions. The effect of the honeycomb is in-

corporated in the initial condition, which plays the role of

the inflow condition in a temporal approach. A distinction is

made between laminar and turbulent flow in the cells of the

honeycomb, which are of rectangular shape. For laminar flow

in the honeycomb cells the analytical solution is used as initial

condition, on which perturbations are superposed with an am-

plitude that corresponds to experimental results at the same

Reynolds number obtained by particle image velocimetry. The

initial condition corresponding to turbulent flow in the honey-

comb cells is obtained from a DNS of the flow in a rectangular

duct at the same Reynolds number. For laminar flow sym-

metry between the honeycomb cells is broken by changing the

perturbations and for turbulent flow behind each cell the DNS

solution at a different time is taken. Directly behind the cell

walls the initial velocity is set to zero.

A pseudo-spectral method is applied for the solution of the

DNS with Fourier-Galerkin in the two periodic directions and

Chebyshev-tau in the vertical direction. The equations are

solved in a frame which moves with the mean fluid veloc-

ity where the top and bottom wall are stationary and the

honeycomb moves in the negative streamwise direction. A

combination of a three-stage Runge-Kutta method and the

implicit Crank-Nicolson method is used for time integration

of the fluid equations. Forward Euler is applied for integra-

tion of the particle equations of motion to enable deterministic
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treatment of particle collisions [2].

In the results shown here we consider only one honeycomb

consisting of 6× 8 parallel rectangular ducts with height 15.2

mm, width 16.6 mm and wall thickness 3 mm. Above and be-

low the honeycomb there are two channels in which the initial

velocity has a Couette profile and where the particles are ini-

tially located. We consider three different Reynolds numbers

in the honeycomb cells, 900, 1800 and 5600, all based on the

hydraulic diameter of the cells and the mean velocity. Figure 2

shows the initial streamwise velocity in a plane perpendicular

to the streamwise direction for the highest Reynolds number,

where the flow in the honeycomb cells is turbulent. To fully re-

solve the honeycomb cells 576 Fourier and Chebyshev modes

are applied in spanwise and vertical direction. The particle

volume fraction is 2% and spherical particles with a diame-

ter of 4 mm and ten different mass densities, both higher and

lower than the fluid mass density, are used.

Figure 2: Initial condition for turbulent flow in the honeycomb

cells. The colors indicate the streamwise velocity component

RESULTS AND CONCLUSIONS

In order to obtain good separation of particles of differ-

ent mass density, particles should move towards the vertical

position where the effective fluid mass density equals their

own mass density as quickly as possible. To that end, distur-

bances in the fluid velocity should be kept as small as possible.

Moreover, particle collisions generally result in a delay in the

time at which they reach their equilibrium position. The pur-

pose of the honeycomb is to eliminate velocity disturbances.

However, the wakes of the walls between the honeycomb cells

also generate disturbances, which may result in turbulent flow

further downstream. Furthermore, the relative particle mo-

tion in vertical direction generates velocity disturbances as

well. Comparison of results with and without two-way cou-

pling shows the effect of the latter. The vertical motion of

the particles with respect to the fluid moves the peak of the

fluid velocity fluctuations that occurs downstream of the hon-

eycomb in upstream direction.

Figure 3 shows the root-mean square of the streamwise fluid

velocity component averaged over the vertical and spanwise

direction as a function of the distance from the honeycomb

exit, where the mean fluid velocity has been used to trans-

form time to streamwise position. For the two laminar cases

the peak position and maximum velocity fluctuation increase

with increasing Reynolds number. The decay rate downstream

of the peak is for both Reynolds numbers approximately the

same. For the turbulent case, the peak in velocity fluctuations

is located at the exit of the honeycomb and the fluctuations

decay more slowly.

102 103
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Figure 3: Root-mean square of the streamwise velocity fluc-

tuations averaged over the vertical and spanwise direction for

Re=900 (dashed), 1800 (solid) and 5600 (dotted).

Figure 4 shows the resulting separation error, which is

quantified by the root-mean square of the deviation of the

actual vertical position of the particles and their equilibrium

position. This error is plotted as a function of the streamwise

position and makes it possible to estimate the required length

of the separation chamber to reach a certain separation error.

The results correspond very well to the velocity fluctuations

shown in figure 3. The higher the velocity fluctuations are,

the larger the separation error is. This might lead one to con-

0 500 1000 1500
10-2

10-1

Re=1800
Re=900
Re=5600

Figure 4: Separation error as a function of the streamwise co-

ordinate for Re=900 (dashed), 1800 (solid) and 5600 (dotted).

clude that a lower Reynolds number results in more efficient

separation. However, a lower Reynolds number also implies a

lower particle mass flow rate. The optimal choice is a trade-off

between separation error and particle mass flow rate.
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INTRODUCTION

Due to its relevance, wall turbulence has been the subject

of many studies over the years, see Smits et al. [1] for a partial

review. Paradigmatic flows have been channels, pipes and tur-

bulent boundary layers. Such flows represent the simplest kind

of wall-bounded flows, thus allowing for a detailed analysis of

the physical mechanisms underlying more complex real-world

problems. With respect to channels and pipes, boundary lay-

ers are characterized by additional phenomena related with

the presence of a turbulent/non-turbulent interface. Such phe-

nomena make the study of boundary layers of a more general

relevance for industrial and geophysical problems. However,

the spatial inhomogeneity in the streamwise direction renders

boundary layers more challenging for simulations in compar-

ison with streamwise-homogeneous channels and pipes. Tied

with this streamwise inhomogeneity is also the need for apply-

ing proper inflow and tripping conditions (leading to very long

domains) or rescaling and recycling methods to circumvent the

simulation of transition (leading to shorter domains), further

complicating the computational approach [2]. A method to

avoid all these issues is to consider a temporally rather than

spatially evolving boundary layer. As recently shown in Kozul

et al. [3], the temporal boundary layer presents similar statis-

tical features but its ease of set-up and computational cost

savings make it an attractive setting to study the physics of

turbulent boundary layers.

THE SECOND-ORDER STRUCTURE FUNCTION EQUA-

TION FOR VORTICITY

The aim of the present work is to investigate the role

played by large and small scales in the entrainment processes

and in the near-wall self-sustaining mechanisms of turbulence.

Both processes are simultaneously present in the flow set-

ting of a temporal boundary layer. In order to investigate

their multi-scale character, the use of two-point statistics is

demanding. In this respect, several works in the past have

shown that the generalized Kolmogorov equation [4] repre-

sents a sufficiently general statistical formalism to address

the multi-dimensional cascade processes of turbulence from

its production to its dissipation. Examples of application of

the generalized Kolmogorov equation in wall turbulence are

Danaila et al. [5], Marati et al. [6], Cimarelli et al. [7, 8], in

thermally driven turbulence are Rincon [9], Togni et al. [10], in

separated and reattaching flows are Mollicone et al. [11], Gatti

et al. [12] and in turbulent jets and wakes are Burattini et al.

[13], Portela et al. [14], Cimarelli et al. [15]. The generalized

Kolmogorov equation is based on the second-order structure

function of the fluctuating velocity field

〈δq2〉 ≡ 〈δuiδui〉 (1)

where δui ≡ ui(x
′, t) − ui(x

′′, t) is the fluctuating velocity

increment and 〈·〉 denotes ensemble average. Here, we aim

at extending this formalism by addressing for the first time

the exact evolution equation for the second-order structure

function of the fluctuating vorticity field, hereafter called scale

enstrophy

〈δζ2〉 ≡ 〈δωiδωi〉 (2)

where δωi ≡ ωi(x
′, t) − ωi(x

′′, t) is the fluctuating vortic-

ity increment. Indeed, enstrophy is widely recognized to be

a suitable statistical observable for the study of the entrain-

ment processes taking place at the turbulent/non-turbulent

flow region [16]. In analogy with the generalized Kolmogorov

equation, the equation for scale enstrophy is defined in a 6-

dimensional space of scales r and positions xc, thus enabling

a detailled scale-by-scale description of the multi-dimensional

cascade processes of enstrophy from its production to its dis-

sipation in the augmented-space regions of turbulence. The

described multi-dimensional approach will shed light on the

complex interactions between outer entrainment phenomena

and near-wall self-sustaining mechanisms simultaneously oc-

curring in turbulent boundary layers.

In closing this section, let us pointing out that the sta-

tistical homogeneity in both the streamwise and spanwise

directions provided by the temporal boundary layer settings is

a crucial aspect for the success of this approach because it al-

lows us to reduce the second-order structure function problem

from 6 to 4 dimensions.

DIRECT NUMERICAL SIMULATION OF THE TEMPORAL

BOUNDARY LAYER

The temporal boundary layer consists in a moving wall at

constant speed Uw at the bottom (z = 0) of an initially quies-

cent fluid [3]. To achieve transition to turbulence, an initial

condition for the streamwise velocity field is assigned,

U0(z, 0) = c′
Uw

2

{
1 + tanh

[
D

2θ

(
1−

z

D

)]}
(3)

The initial velocity profile is designed to mimic the wake

of a wall-mounted trip wire with diameter D commonly



Figure 1: Direct Numerical Simulation of a temporal bound-

ary layer. Instantaneous patterns taken by the spanwise

vorticity at three different evolution times corresponding to

Reτ = 500, Reτ = 750 and Reτ = 1000 from top to bottom,

respectively.

used in wind tunnel experiments to trigger turbulence. Su-

perimposed to this initial condition (3), a white noise

c′(x, y, z) ∈ [−0.05, 0.05] is also used to speed up tran-

sition. The adopted numerical domain has dimensions

(Lx, Ly , Lz) = (924D, 462D, 220D) and has been discretized

using (Nx, Ny , Nz) = (3072, 3072, 768) points. The size of

the domain is determined by the planned largest boundary

layer thickness δ(t) that, in turn, determines the largest fric-

tion Reynolds number of the simulation Reτ = uτ δ/ν where

uτ is the friction velocity and ν the viscosity of the fluid.

Indeed, when the flow is indefinitely evolved in time would

reach the state of a fully developed open Couette flow thus

requiring the definition of an end time such that δ/Lz � 1.

Following Kozul et al. [3], we consider δ/Lz = 1/3 and the

domain dimensions are defined in order to reach Reτ = 1500

at the end of the simulation. In contrast to the domain

dimensions, the grid spacing is determined by the smallest

value of the friction length that occurs at an early stage

of the simulation when skin friction reaches its maximum.

Even at this worst condition, the number of points used

lead to a very good resolution that in friction units reads

(∆+
x ,∆

+
y ,∆

+
z |w) = (8.73, 4.37, 0.13). No-slip and imperme-

able boundary condition representing a moving wall is im-

posed at the bottom boundary, while a free-slip impermeable

boundary condition is imposed at the top. Periodic bound-

ary conditions are imposed in the streamwise and spanwise

directions. The Direct Numerical Simulation has been per-

formed by using the massively-parallel open-source code CaNS

(https://github.com/p-costa/CaNS). The spatial discretiza-

tion is based on a staggered second-order finite-difference

scheme, while integration in time is performed using a third-

order accurate Runge-Kutta method using a condition CFL =

0.95. A qualitative view of the flow solution at three different

times is reported in figure 1 where the instantaneous pattern

of spanwise vorticity is shown.

RESULTS

At the conference meeting, we will present the main statis-

tical features of the temporal boundary layer with particular

attention to their difference with respect to those of more clas-

sical spatially evolving boundary layers. Then, results from

the second-order structure function equation of vorticity ap-

plied to the temporal boundary layer data will be presented

with particular attention to the role played by reverse cas-

cade processes in the outer entrainment and near-wall self-

sustaining mechanisms of turbulence. The comparison of the

main features of the reverse cascade with that occurring in

turbulent channels [7, 8] where entrainment is absent, will

be also presented in order to highlight the effects of the outer

turbulent/non-turbulent phenomena on near-wall turbulence.
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INTRODUCTION

Emulsions are suspensions of immiscible liquids, where the dis-

persed liquid is present in the form of poly-disperse droplets

within the carrier liquid. In order to obtain and maintain

an emulsion, a constant energy input in the form of kinetic

energy is required to deform and breakup droplets. Both pro-

cesses increase the total interface area, and thus the surface

energy. Dodd & Ferrante [5] show that the power of the sur-

face tension is either a source or a sink of turbulent kinetic

energy (TKE), depending on the sign of the rate of change of

the interface area. Consequently, the surface energy, or surface

tension contribution, plays a central role for the emulsification

process and the required energy input. In the present study,

we focus on direct numerical simulations of emulsions in ho-

mogeneous isotropic turbulence (HIT), and especially on the

temporal evolution of global and local surface tension contri-

butions during emulsification.

For the forcing, we employ a physical space forcing method,

introduced by Lundgren et al. [2]. We have extended this lin-

ear forcing with a PID controller to ensure a constant and

pre-scribed TKE k in the context of two phase flows com-

bined with fast convergence and to analyze the emulsifcation

process [1].

GOVERNING EQUATIONS AND COMPUTATIONAL

METHOD

The forced momentum equations for the two-phase flow under

consideration read

ρ

(
∂ui

∂t
+
∂uiuj

∂xj

)
=

−
∂p

∂xi
+

∂

∂xj

[
µ

(
∂ui

∂xj
+
∂uj

∂xi

)]
+ σniκδs + FPIDui

(1)

with the density ρ, the dynamic viscosity µ, the ith velocity

component ui and the pressure p. FPID = βPID · F denotes

the pseudo shear term for the forcing, where βPID denotes the

controller output. The forcing parameter F is determined by

k and the domain size [3].

Assuming incompressibility and homogeneity, the turbulent

kinetic energy equation derived from the momentum equation

reads [5]

dk

dt
= −ε+ Ψσ + 2 FPID k. (2)

Ψσ denotes the surface tension contribution defined as

Ψσ = −σ
Vdρd

∂A
∂t

[5], with Vd, ρd, A denoting the volume

and the density of the dispersed phase and A the interface

area.

All simulations are conducted with the state-of-the-art

open source code ”PArallel Robust Interface Simulator”

(PARIS) [4]. A red-black Gauss-Seidel solver with overrelax-

ation is employed to solve the Poisson equation for pressure

in the framework of the projection method. The simulation

is advanced in time using a second-order predictor-corrector

method. For the spatial discretization, the finite-volume ap-

proach is realized using a cubic grid. The velocity components

are stored on a staggered grid, while the pressure and the

VOF marker function, as well as the local densities and the

viscosities resulting from the latter, are computed at the cell

centers. The third-order “Quadratic Upstream Interpolation

for Convective Kinematics” (QUICK) scheme has been chosen

to discretize the convective term of the momentum equation,

while its viscous term is treated using central differences.

NUMERICAL SETUP AND CONFIGURATION

We consider a cubic box with length L = 2π and periodic

boundary conditions in each direction. The simulations are

conducted as visualized in Fig. 1. First, we perform sin-

gle phase simulations to obtain a fully developed single-phase

HIT, subsequently we initialize the dispersed phase as spheri-

cal droplets. The last subfigure corresponds to an emulsion at

stationary state.

(a) (b) (c)

Figure 1: Simulation setup. (a) single phase forcing, flow

field visualized by the velocity magnitude, (b) initialization

droplets, (c) turbulent emulsion at stationary state.
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RESULTS

To demonstrate the effect of Ψσ , we here compare and discuss

the emulsification of two configurations with different surface

tension coefficients adapted from Begemann et al. [1]. In both

configurations, the density ratio of the dispersed and the car-

rier phase ρd/ρ is 0.9, resembling an oil-in-water emulsion,

and the volume fraction of the dispersed fluid is 12.5%. Fig-

ure 2 visualizes the emulsion of the Baseline and Low σ case

at statistically stationary state after 4τ . The time is normal-

ized by the eddy turn-over time τ = k/ε evaluated with k0
and ε0 from statistically stationary state.

Figure 3 shows the temporal evolution of the normalized inter-

face Area A/A0 (a) and the surface tension contribution Ψσ
(b). A0 refers to the initial interface area, shown in Fig. 1 (b).

Figure 3 (a) shows that the current forcing method reaches a

statistically stationary state of the normalized interface area

A/A0 within an interval of about 4τ . Figure 3 (b) plots the

temporal evolution of the surface tension contribution Ψσ ,

which is not directly considered by the linear forcing. During

the emulsification process, droplet breakup is the prevailing

mechanism. For configurations with a lower σ, the breakup of

droplets requires less energy and thus occurs more frequently.

Hence for decreasing σ, |Ψσ | increases and therefore more

TKE is drawn. This indicates a significantly higher ∂A/∂t,

respectively breakup rate, which even compensates the effect

of the smaller σ on Ψσ . To compensate this effect, a higher

energy input is required and leads to a different forcing input

during the emulsification. At statistically stationary states,

breakup and coalescence are more or less balanced and thus

the net contribution of Ψσ vanishes.

(a) (b)

Figure 2: Visualization of the emulsion at stationary state of

the Baseline (a) and Low σ case (b)

PLANNED EVALUATIONS

In the current investigation we want to study the local ef-

fect of breakup and coalescence of single droplets to the net

surface tension contribution. To this end, we plan to evalu-

ate the Ψσ contribution of selected regions and compare the

temporal evolution with that of the global Ψσ contribution.

This analysis can allow for a deeper insight into local breakup

processes. The plan is to consider a global volume fraction

of about Φ ≈ 1% and to increase the resolution compared to

our previous studies. Moreover, this enables detailed investi-

gations of droplet size distributions.

(a)

(b)

Figure 3: Temporal evolution of the normalized interface

Area A/A0 (a) and the surface tension contribution Ψσ nor-

malized with the dissipation rate from stationary state ε0 (b).
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INTRODUCTION

Despite the need for understanding the complex physics

of turbulent flows, conducting high-fidelity experiments and

scale-resolving numerical simulations such as large eddy sim-

ulation (LES) and direct numerical simulation (DNS) can be

prohibitively expensive, particularly at high Reynolds num-

bers which are relevant to engineering applications. On the

other hand, it is necessary to develop accurate yet cost-

effective models for outer-loop problems involving turbulent

flows which include uncertainty quantification (UQ), data fu-

sion, prediction, and robust optimization. In these problems,

exploration of the space of inputs and design parameters de-

mands a relatively large number of flow realizations. A rem-

edy can be using multifidelity models (MFMs) which aim at

accurately predicting quantities of interest (QoIs) and their

stochastic moments by combining the data obtained from dif-

ferent fidelities. When constructing MFMs, a given finite

computational budget is optimally used through running only

a few expensive (but accurate) simulations and many more

inexpensive (but potentially less accurate) simulations.

In recent years, there has been a significant interest in de-

veloping and applying MFMs in various fields, see Ref. [1].

For turbulent flows, the main strategies for constructing ef-

fective MFMs can be summarized as: i) Co-Kriging models,

see e.g. Ref. [2], ii) models based on non-intrusive polyno-

mial chaos expansion and stochastic collocation methods, see

e.g. [3], and iii) multi-level multifidelity Monte Carlo mod-

els [4, 5].

BAYESIAN HIERARCHICAL MFM WITH CALIBRATION

When constructing MFMs for turbulent flow simulations,

two main characteristics have to be considered. Firstly, there

is a distinguishable hierarchy in the fidelity of approaches such

as Reynolds-averaged Navier-Stokes simulation (RANS), hy-

brid RANS-LES, wall-modeled and wall-resolved LES, and

DNS, see e.g. Ref. [6]. Secondly, the outcome of any of these

approaches can be potentially uncertain due to various model-

ing, numerical, and observational uncertainties. As the fidelity

of approaches increases, the influence of modeling uncertain-

ties decreases while the impact of numerical factors becomes

more dominant.

The present study reports our recent progress on further de-

velopment and application of a class of Bayesian hierarchical

multifidelity models with calibration (HC-MFM) which rely

on Gaussian processes. Following Goh et al. [7], at each fi-

delity level, which can be associated to any of the turbulence

simulation approaches, the Kennedy-O’Hagan model [8] is

used which allows for considering both model inadequacy and

aleatoric uncertainties in the process of data fusion. As a main

advantage of the present multifidelity modeling approach, the

calibration parameters as well as the hyperparameters appear-

ing in the Gaussian processes are simultaneously estimated

within a Bayesian framework using a limited number of flow re-

alizations (data). Furthermore, the use of Gaussian processes

provides a natural way for incorporating observational uncer-

tainty in the data (for instance due to finite time-averaging).

The Bayesian inference of the posterior distribution of vari-

ous parameters is done using a Markov Chain Monte Carlo

(MCMC) approach. The constructed MFM can then be em-

ployed as a surrogate for uncertainty propagation and predic-

tion over the space of input/design parameters.

RESULTS

The accuracy and efficiency of the described HC-MFM is

evaluated for various problems involving turbulent flows. For

instance, Figure 1 shows the prediction (mean and 95% con-

fidence interval) of the lift coefficient, CL, of a wing with a

NACA0015 airfoil profile at Reynolds number 1.6× 106. The

flow angle of attack (AoA) is the design parameter and the

data fed into the MFM comprises of: wind-tunnel experiments

by Bertagnolio [9], detached-eddy simulations (DES) and two-

dimensional RANS, both by Gilling et al. [10]. The study [10]

showed a large sensitivity of the DES results with respect to

the turbulence intensity (TI) of the flow at the domain inlet.

Therefore, TI is considered as a calibration parameter for DES

in the MFM. The stall angle of attack is another parameter

which appears due to the construction of the kernel covariance

function for the Gaussian processes representing the surrogate

for the DES and experimental data. According to Figure 1,

compared to the experimental data, the MFM is capable of

accurately predicting CL over the considered range of AoA.

The sample posterior distribution of the TI and stall AOA

obtained during the construction of the MFM are plotted in

Figure 2

The described HC-MFM will also be applied to other prob-

lems including the flow over a periodic hill where both at-

tached and separating turbulent boundary layers exist. Sim-

ilar to Ref. [2], the design parameters are taken to be two

1
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Figure 1: (Left) Lift coefficient CL plotted against the an-

gle of attack: the MFM is trained by the experimental data

of Ref. [9] (yellow circles), as well as the DES (squares) and

RANS (crosses) data by Gilling et al. [10]. The DES are per-

formed in Ref. [10] with the resolved turbulence intensities

TI = 0%, 0.1%, 0.5%, 1%, and 2% at the inlet. The validation

data (red triangles) are also taken from the experiments of

Ref. [9]. The mean prediction by the MFM is represented by

the solid line along with associated 95% confidence interval.

(Right) predictions by HC-MFM plotted against the valida-

tion data. The error bars represent the 95% CI.

geometrical parameters controlling the domain length in the

streamwise direction. This example allows for a comparison

between the performance of the HC-MFM with the MFM

based on co-Kriging adopted in the recent study by Voet et

al. [2]. The extra feature in HC-MFM is the ability of cali-

brating the RANS model parameters when constructing the

MFM and hence actively incorporating their uncertainty in

the predictions.

CONCLUSIONS

Based on applying the Bayesian hierarchical MFM with

calibration to various problems involving turbulent flows, see

Ref. [11], several conclusions can be drawn: i) the HC-MFM

is accurate for outer-loop problems where the data from dif-

ference sources are combined. This MFM is consistent with

the hierarchy of turbulence modeling approaches and can han-

dle various forms of uncertainties. ii) For a fixed number of

high-fidelity simulations the HC-MFM prioritizes the predic-

tion of QoIs so that they become as close as possible to the

high-fidelity data, while the posterior distributions of the cali-

brated parameters are found to be accurate only if sufficiently

many low-fidelity data are provided.
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INTRODUCTION 

    A large number of industrial applications of CFD requires 

the resolution of unsteady flow mixing in complex 

geometries at very large Reynolds numbers. This is 

particularly relevant for energy systems, where phenomena 

such as thermal striping and cycling often lead to 

accelerated failure from thermally or mechanically induced 

high cycle fatigue. While the cost of Large Eddy Simulation 

does not yet support effective design applications, 

attempts to adopt hybrid turbulence approaches have 

shown very limited success due to the excessive spurious 

hybridization of the models and their strong sensitivity to 

both spatial and temporal resolution, often interacting with 

specific approximation methods [1-3]. The STRUCT(ture) 

based turbulence resolution approach has been developed 

with the specific aim to robustly control its activation at all 

mesh finesses, where the increased scale resolution inside 

rapidly deformed turbulence regions can consistently 

reduce modeling error compared to the baseline URANS 

closure. 

 

MODEL EVOLUTION 

    The STRUCT concept was first introduced by Lenci in 

2015 [4], and relies on a baseline anisotropic 𝑘 − 𝜀 model 

[5] to provide improve modeling of complex strain flows. 

The hybridization approach compares the second invariant 

of the velocity gradient tensor, 𝐼�̅�, representing the 

resolved time scales of the turbulent structures, with the 

averaged modeled time scales, 𝑘/𝜀 . In regions where the 

timescales overlap, the turbulent eddy viscosity is reduced 

locally by a hybridization parameter to increase turbulence 

resolution. This concept is very general and has the 

potential of remaining largely insensitive to the selection of 

spatial and temporal resolutions. In order to assess the 

conceptual validity of the approach and its potential for 

robust applicability, a “controlled” approach was first 

adopted, where the activation closure coefficients are 

obtained from precursor URANS solutions. Simulation 

results obtained with the controlled approach provided 

understanding of the behavior of STRUCT activation and 

enabled assessment of the model coefficient and 

resolution sensitivities. 
 

    
Figure 1: STRUCT model evolution. 

 

    In order to provide a closed formulation Lenci [6] 

introduced a Lagrangian averaging operator in the form of 

an additional transport equation, which extended the 

original proposal by Meneveau [7]. The proposed STRUTC-

Transported formulation demonstrated robust applicability 

and consistent grid convergence, approaching the 

reference LES solutions on URANS type mesh 

configurations [6]. Demonstrations of the model 

capabilities have been presented for thermal mixing in T-

junctions [8,9], triple-jet mixing [10] and cross flow in a 

helical-coiled tube bundle [11].  

    The Lagrangian averaging approach demonstrated 

undesirable sensitivity to the boundary conditions for 

external flow cases. Since the modeled scale on the inlet 

boundary is defined based on the ratio between the 

turbulent kinetic energy, 𝑘, and turbulent dissipation rate, 

𝜀, this can lead to unexpected hybrid activation based on 

users’ definition. In addition, the solution of an additional 

transport equation increases the computational cost by 

approximately 10% when compared to the baseline URANS 

model. To overcome the limitations of the transported 

average STRUCT formulation, the STRUCT-𝜀 model was 

recently proposed by Xu [12-13]. Rather than calculating 

mailto:emiliob@mit.edu


the reduction parameter based on explicit comparison 

between the resolved and modeled time scales, the new 

model introduces an additional source term in the 𝜀 

equation to implicitly reduce the eddy viscosity, which 

directly compares the modeled and resolved time scales. 
 

 
𝜕𝑘

𝜕𝑡
+ �̅�𝑗

𝜕𝑘

𝜕𝑥𝑗
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𝜕

𝜕𝑥𝑗
[(𝜈 +
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𝑃𝑘 − 𝐶𝜀2

𝜀2

𝑘
+

𝐶𝜀3𝑘|𝐼�̅�|                                    (2) 

 

Where 𝐼�̅� is the second invariant of velocity gradient and is 

defined as 1/2(||Ω||
2

− ||𝑆||
2
). The value of the additional 

𝐶𝜀3 coefficient was selected by Xu through a set of test 

cases, and has shown very low sensitivity on all performed 

validations.  The hybridization in the new STRUCT-𝜀 model 

no longer depends on the inlet and boundary conditions 

which eliminates the potential unexpected activation. In 

the meantime, the idea behind the original STRUCT-T and 

STRUCT-𝜀 models are consistent: they both depend on the 

comparison of |𝐼�̅�|
1

2 and 𝜀/𝑘. In STRUCT-𝜀 model, the 

modification of the 𝜀 equation would only become 

noticeable when |𝐼�̅�|
1

2 is larger than 𝜀/𝑘.  

 

MODEL PERFORMANCE  

    The STRUCT concept has demonstrated the unique ability 

to consistently resolve activation regions across a large 

variation of test conditions, mesh resolutions, and solver 

implementations, resulting in very strong applicability for 

industrial cases. An example is shown here for the 

simulation of interacting flat jets [14], where STRUCT has 

shown the ability to consistently resolve the velocity and 

stresses up to very coarse URANS meshes, up to sizes of 1.7 

times the average integral length scales (compared to an 

LES resolution requirement of 6 times).  
 

 
Figure 2: Interacting Jets Simulation [14]. 

 

Figure 2 provides a description of the test configuration, 

predicted integral length scales and model activation, while 

figure 3 demonstrates the model mesh sensitivity for the 

streamwise velocity and stress distributions.  
 

 

 

Figure 3: Streamwise velocities and stresses at all mesh 

resolutions [14]. 
 

Table 1: Summary of STRUCT model mesh sensitivity [14] 

 Base Size  Local 

size / ILS 

Number 
of Cells 

Speedup 
from LES 

Mesh 1 3.00 mm 1/3 4,300,000 16x 

Mesh 2 4.00 mm 1/2.3 1,840,000  50x 

Mesh 3 5.33 mm 1/1.7 795,000 156x 

Mesh 4 6.93 mm 1/1.3 370,000 456x 
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INTRODUCTION

Almost all turbulent boundary-layer flows of practical rele-

vance are subject to pressure gradients, usually introduced by

changes in geometry. The pressure gradient may be favorable

(FPG) or adverse (APG) depending on whether the pressure

decreases or increases along the flow direction. Both condi-

tions are very common in engineering and physical systems

such as airfoils or turbine blades, and in geophysical applica-

tions.

If the APG is strong enough, the boundary layer may sep-

arate from the wall. Flow separation can significantly affect

the efficiency of fluidic devices. A comprehensive review on

the physics of flow separation can be found in [1]. A strong

FPG, on the other hand, may lead to a re-laminarization of

the turbulent boundary layer (TBL) caused by the predomi-

nance of pressure forces over the turbulent Reynolds stresses

[2].

Most studies of APG and FPG boundary layers consider

pressure-gradients that vary only spatially. However, in many

cases (e.g., helicopter blades, turbine blades, pitching airfoils

etc.) the pressure gradient varies both spatially and tem-

porally. In fish locomotion, for instance, unsteady pressure

gradients are the norm: fish propel themselves by waving their

tail, and (especially during maneuvers) the changing body

curvature generates unsteadiness in the pressure distribution

along the body, and pressure gradients that are space and time

dependent [3].

While the steady flow in APG and FPG TBLs has been

studied extensively, fewer investigations of the unsteady case

can be found [4]. In the present paper we use large-eddy

simulations to investigate a spatially developing turbulent

boundary layer with a space- and time-dependent pressure

gradient. By changing the freestream velocity periodically in

time we generate a flow field that can either separate or tend

towards re-laminarization, depending on the phase of the cy-

cle. Several cases have been investigated for a range of reduced

frequencies k, spanning between a very rapid flutter-like mo-

tions to a slower quasi-steady flapping. Time-averaged and

phase-averaged fields are analyzed, and comparison is made

with steady cases with fixed pressure gradients. In the fol-

lowing, we briefly describe the methodology and show some

preliminary results. We will conclude by outlining the results

that will be presented in the final paper.

NUMERICAL METHODOLOGY

In the present work, simulations are performed using the

Large Eddy Simulation (LES) technique. In LES, the in-

compressible Navier Stokes equations are solved for filtered

quantities (here indicated with a ·):

∂ui

∂xi
= 0;

∂ui

∂t
+

∂

∂xj
(uiuj) = −

∂p

∂xi
+ ν∇2ui −

∂τij

∂xj
(1)

where, (x, y, z) are the streamwise, wall-normal, and spanwise

directions, and τij = uiuj − uiuj is the sub-filter scale stress

tensor. In the present study τij is modelled using the Vreman

eddy-viscosity model [5]. δ∗o is the boundary layer displace-

ment thickness at the inflow plane. We use a well-validated

finite-difference code that has previously been applied to sim-

ilar cases [6, 7, 8]. The dimensions of the computational

domain are Lx = 600δ∗o , Ly = 64δ∗o , and Lz = 55δ∗o . The

Reynolds number based on δ∗o and the freestream velocity at

the inflow (which is constant in time) is Reδ∗o = 1, 000. The

grid uses Nx × Ny × Nz = 1536 × 192 × 256 points; a grid-

convergence study was performed to verify that this resolution

is adequate. In wall units (defined using the wall shear veloc-

ity uτ at the inflow plane) we have ∆x+ = 18.7, ∆y+min = 0.7,

and ∆z+ = 10. A periodic boundary condition is used in the

spanwise direction, a convective boundary condition at the

outflow plane, and a velocity obtained form a parallel auxil-

iary simulation is used at the inflow.

The pressure gradient is generated by imposing a vertical

velocity V∞(x, t) at the free-stream that changes both in space

and time, V∞(x, t) = Vo(x) sin(2πt/T ), where T is the oscilla-

tion period, and Vo a streamwise distribution of wall-normal

velocity, which was chosen to match the case studied by [9].

The streamwise freestream velocity is obtained by imposing a

zero vorticity condition [8, 9, 10].

The non dimensional parameter that characterizes the un-

steadiness is the reduced frequency k = πfLPG/Uo, where

f = 2π/T is the imposed frequency, LPG is a characteristic

length (we use the length over which the Pressure Gradient

varies), and Uo is the free-stream velocity at the inflow plane.

We performed numerical simulations for k = 0.2, 1 and 10.

[11] found that a reduced frequency k > 0.05 was the threshold

beyond which the boundary layer was clearly unsteady, and

many experimental studies have been carried out for a wide

range of reduced frequency 0.1 < k < 82 [12, 13]. In our case

the definition of the length-scale (LPG) is not unique, and we

chose the length of the region where the pressure-gradient is

significant as the one that most closely resembles the chord

length of an airfoil. Because of this arbitrariness, a one-to-

one comparison with the studies in the literature is difficult;

however, we obtained trends that are in agreement with the

1



results in the literature, as will be shown momentarily.

The oscillation period was divided into 20 equally spaced

phases, and phase averaging (here indicated with ⟨·⟩) has

been carried out for every quantity. If ϕ is the phase angle,

ϕ = 0o and 180o degrees correspond to a zero-pressure gra-

dient (ZPG) case, whereas at 270o an APG is followed by an

FPG, and at 90o the FPG precedes the APG. We also carried

out numerical simulation with a steady pressure gradient cor-

responding to that imposed at ϕ = 0◦, 54◦, 90◦, 270◦, and

306◦.

RESULTS

Figure 1: Contours of phase-averaged streamwise velocity ⟨u⟩
for the phase Φ = 270◦. (a) k = 10; (b) k = 1; (c) k = 10; (d)

Steady calculation.

The first important result is the effect of the reduced fre-

quency k on flow separation. Figure 1 shows contours of

phase-averaged steamwise velocity ⟨u⟩ for the extreme phase

Φ = 270◦. We can observe that flow separation (on average)

occurs in each of the unsteady cases though the size of the sep-

aration region greatly changes as the frequency k decreases.

For the high and medium frequency cases (k = 10 and k = 1)

the separation region does not have the time to grow as thick

as in the corresponding steady case (Figure 1 d), however it is

very interesting to note that the length of the separation re-

gion for the k = 10 case is comparable with the corresponding

steady case, but the length of the separation region for the

k = 1 case is significantly lower. At this frequency, the region

of slow-moving fluid generated by the flow reversal is advected

downstream, causing a decorrelation between the forcing and

the velocity and pressure in this region. As the frequency k

is reduced to 0.2, a quasi-steady state is approached, and the

dimensions of the separation bubble (both height and length)

match very well the steady calculation.

Figure 2 shows the phase-averaged streamwise velocity ⟨u⟩
for 4 phases in the cycle at three stream-wise locations in

the domain (x/δ∗o = 270, 300, 450). The dynamic simulations

match reasonably well the steady cases when the FPG pre-

cedes the APG (ϕ = 54◦ and ϕ = 90◦), while significant

differences can be observed when flow separation is present. In

the k = 1 case there is a significant difference between ϕ = 0◦

and ϕ = 180◦ (the two ZPG phases), indicating the occurrence

of hysteresis which is not seen if the frequency is either higher

or lower. The k = 0.2 case, on the other hand, shows a clear

trend towards a quasi-steady solution; the velocity profile at

ϕ = 270◦, however, has a stronger backflow.

CONCLUSION AND FUTURE WORK

The simulations carried out so far show that (1) flow sep-

aration is significantly affected by the reduced frequency k,

Figure 2: Stream-wise phase averaged ⟨u⟩ velocity profile for 4

phases in the cycle at different reduced frequencies k (colors)

and stream-wise locations (line styles). Comparison is made

with steady calculations (symbols) at the same stream-wise

locations.

(2) hysteresis plays a significant role both in the near wall re-

gion (for the k = 10 case) and farther away from the wall

(in the k = 1 case), (3) the k = 1 case not only shows

that the separation region is significantly reduced, but also

that a clear decorrelation between the forcing and other flow

quantities is present downstream the separation bubble, and

(4) although the k = 0.2 case shows a clear trend towards a

quasi-steady state, a different behavior (compared with steady

calculations) is observed in the backflow region. We are cur-

rently investigating the physical phenomena underlying the

observed behaviors, and we are determining implications of

our findings on real life and industrial applications.
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eddy simulation of heat transfer downstream of a backward-
facing step,” J. Turb., vol. 5, no. 1, p. 020, 2004.

[7] J. Yuan and U. Piomelli, “Numerical simulation of a spatially
developing accelerating boundary layer over roughness,” J.
Fluid Mech., vol. 780, pp. 192–214, 2015.

[8] W. Wu and U. Piomelli, “Effects of surface roughness on
a separating turbulent boundary layer,” J. Fluid Mech.,
vol. 841, pp. 552–580, 2018.

[9] Y. Na and P. Moin, “Direct numerical simulation of a sep-
arated turbulent boundary layer,” J. Fluid Mech., vol. 374,
pp. 379–405, 1998.

[10] T. S. Lund, X. Wu, and K. D. Squires, “Generation of inflow
data for spatially-developing boundary layer simulations,” J.
Comput. Phys., vol. 140, pp. 233–258, 1998.

[11] G. J. Leishman, Principles of helicopter aerodynamics.
Cambridge U. P., 2006.

[12] S. K. F. Karlsson, “An unsteady turbulent boundary layer,”
J. Fluid Mech., vol. 5, no. 4, pp. 622–636, 1959.

[13] S. Brunton and C. Rowley, “Modeling the unsteady aerody-
namic forces on small-scale wings.” AIAA Paper 2009-1127,
2009.

2



WORKSHOP

Direct and Large-Eddy Simulation 13

October 26th-29th 2022, Udine, Italy

SIMULATION OF MASSIVELY SEPARATED FLOWS USING HYBRID

TURBULENCE MODELS AND MESH ADAPTATION

F. Miralles1, B. Sauvage2, S. Wornom1, F. Alauzet3, B. Koobus1 and A. Dervieux 2,4

1 IMAG, Univ. Montpellier, CNRS, France, florian.miralles@umontpellier.fr, bruno.koobus@umontpellier.fr,
stephen.wornom@inria.fr
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INTRODUCTION

The simulation of unsteady flows characterized by large

separations induced by adverse pressure gradient is still a chal-

lenge at high Reynolds numbers. For such simulations, hybrid

models are those favored due to the cost/accuracy compro-

mise they offer. In this study, we assess, next to the DDES

approach, the performance of two hybrid models for the pre-

diction of the flow around a circular cylinder at Reynolds

numbers 106 and 2× 106, and the flow over a NACA0021 air-

foil in a deep stall at Reynolds number 270000. These hybrid

models combine either a RANS model or the DDES approach

with the dynamic variational multiscale (DVMS) model for

the large eddy simulation. A mesh adaptation procedure is

currently being applied for the NACA0021 benchmark, with

the aim of improving the prediction of the aerodynamic and

aeroacoustic characteristics of the flow, such as the airfoil self-

noise generation and propagation.

TURBULENCE MODELING

We start by briefly specifying the base ingredients of our

hybrid turbulence strategies, namely the RANS or DDES com-

ponent, and the DVMS component.

• RANS component: two low Reynolds RANS models are

used in our hybrid models, more specifically they are the k−ε
model proposed in Goldberg et al.[1] and the k − R model

recently introduced in [2] by Zhang et al. They have been

chosen for their abilities to properly predict separated flows

with adverse pressure gradients.

• DDES component: in this work, the classical DDES ap-

proach [3] is based either on the Spalart-Allmaras model or

the k − ε model of Goldberg [1].

• LES-like component: the DVMS approach proposed in [4]

is used as the LES part of our hybrid models. In this approach,

the variational multiscale (VMS) model, aiming to limit the

effects of the subgrid-scale (SGS) model to the smallest re-

solved scales, is combined with the dynamic procedure which

provides a tuning of the SGS dissipation in space and time, so

that the resulting DVMS model enjoys synergistic effects. An

important consequence is that the DVMS model introduces

less dissipation than its LES counterpart (based on the same

SGS model).

• Hybrid models Our hybrid strategies blend either a RANS

or DDES model with the DVMS approach [5]. After semi-

discretization, these hybrid models can be written as(
∂Wh

∂t
,Φi

)
+ (∇ · F (Wh),Φi) =

−θ
(
τmod(Wh),Φi

)
− (1− θ)

(
τDVMS(W ′

h),Φ′
i

)
(1)

where the stress tensor τmod holds for either the RANS stress

tensor or the stress tensor used in the DDES approach based

on a given RANS model, τDVMS is the SGS term that applies

in DVMS on the small resolved scales component W ′
h of the

hybrid variable Wh, Φi denotes the basis and test functions, F

denotes the convective and viscous fluxes, and θ is the blend-

ing function.

Two blending functions are applied in this work, which allow

an automatic and progressive switch from RANS or DDES to

DVMS where the grid resolution is fine enough to resolve a

significant part of the local turbulence scales or fluctuations.

Typically, it is desirable to have the DVMS component acti-

vated in the wake region instead of the RANS or DDES com-

ponent due to the low dissipation introduced by the DVMS

approach. Additionally, these blending functions prevent the

activation of the DVMS mode in the boundary layer through

the use of a shielding function. These blending functions can

write as θ = 1− fd(1− tanh(ξ2)) with ξ = ∆
lRANS

where

lRANS denotes the characteristic RANS scale, ∆ is the filter

width, and fd is a shielding function which characterizes each

of the two blending functions applied in this work:

◦ fd = fddes the delaying function used in DDES (see [3])

◦ fd = fgeo = exp
(
− 1
ε

min2(d− δ0, 0)
)

with d the normal

distance to the wall, ε > 0 small enough and δ0 > 0 (of the

order of the boundary layer thickness).

NUMERICAL MODEL

The spatial discretization, detailed in [4, 5] is an upwing

finite-volume/finite element of low dissipation (sixth-order

space derivatives). A novelty is the combination with the

Transient Fixed Point mesh adaptation loop of [6].

APPLICATIONS

• Flow past a cylinder Two Reynolds numbers, 106 and

2×106, based on the cylinder diameter and on the freestream

velocity, are considered. From Table 1, it can be noted that
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the prediction of these coefficients by the hybrid simulations at

Reynolds number 106 are globally in good agreement with the

experimental data. The distribution over the cylinder surface

of the mean pressure coefficient, shown in Figure 1, confirms

this trend. The same observations can be made at Reynolds

number 2× 106 (results not shown for the sake of brevity).

• Flow over an airfoil in a deep stall A NACA0021 airfoil

at an angle of attack 60o is considered at Reynolds number

270000 based on the chord length. A coarse mesh of 517 K

vertices is used. Two bulk coefficients and the distribution

of the mean pressure coefficient over the airfoil surface are

respectively given in Table 2 and Figure 3 as an example.

Ongoing results using an adapted mesh (Figure 2), as well as

acoustic post-processing, will also be shown.
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Cd C′
l −Cpb θ

Present simulations

DDES 0.20 0.04 0.22 138

DDES/DVMS (fddes) 0.20 0.02 0.22 135

RANS/DVMS (fddes) 0.25 0.09 0.25 132

Measurements

Exp. Shih et al. (1993) - 0.24 0.33 -

Exp. Szechenyi (1975) 0.25 0.32 - -

Exp. Goelling (2006) - - - 130

Table 1: Bulk coefficients of the flow around a circular cylinder

at Reynolds number 106. Cd denotes the mean drag coeffi-

cient, C′
l the root mean square of lift time fluctuations, Cpb

the mean pressure coefficient at cylinder basis, and θ the mean

separation angle.

Figure 1: Distribution over the cylinder surface of the mean

pressure coefficient at Reynods number 106.

Mesh size Cd Cl

Present simulations

RANS/DVMS (fdgeo) 0.5M 1.66 1.03

RANS/DVMS (fddes) 0.5M 1.54 0.95

DDES/DVMS (fgeo) 0.5M 1.77 1.06

DDES/DVMS (fddes) 0.5M 1.64 1.01

DDES-SA/mesh adaptation 0.2M 1.53 0.97

Measurement

Exp. Swalwell (2005) 1.517 0.931

Table 2: Mean drag and lift coefficients for the NACA0021.

Figure 2: Partial view of a 0.9M adapted mesh and velocity

0 ≤ ||U || ≤ 65.

Figure 3: Mean pressure coefficient over the airfoil surface.
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In this work, to efficiently simulate separated turbulent

flows at high Reynolds numbers, a high-order numerical tool

for the solution of a composite RANS-LES model is inves-

tigated. In particular, the Extra-large Eddy Simulation (X-

LES) of Kok et al. is considered [1], where the k−ω turbulence

model is coupled with a k-equation-based subgrid-scale model.

To mitigate the limitations of this DES-type approach, as

shown in [2], the shielding function proposed in [3, 4] has been

included within the original X-LES.

The numerical accuracy is guaranteed by a discontinuous

Galerkin (DG) spatial discretization coupled with a high-

order time integration based on linearly-implicit schemes of

the Rosenbrock type [5]. To further increase the efficiency

and robustness of time integration, especially during the ini-

tial transient, an automatic control strategy for the time step

size is used. This adaptive algorithm aims at minimizing the

computational effort to achieve a user-defined accuracy.

The performance of the solver will be assessed by comput-

ing the following test cases: i) the channel flow; ii) the flow

over a backward facing step (BFS), Fig. 1 (top); iii) the flow

over a smooth step (SMS) [6], Fig. 1 (bottom). The SMS shows

a separation induced by an adverse pressure gradient caused

by the wall geometry and is part of the test case suite of the

Horizon 2020 HiFi-TURB project (GA 814837).
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Figure 1: Isosurface of the Q-criterion colored with the veloc-

ity magnitude and RANS/LES distribution over the computa-

tional domain. BFS (width 4H), DG P2 on 68 500 cells (top);

SMS (width 2h), DG P3 on 63 690 cells (bottom).
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INTRODUCTION

Flow separation is a classical problem encountered in ro-

tating wind turbine blades, especially at the root section

where thick airfoils are employed. Computational Fluid Dy-

namic (CFD) simulations have gained importance over the last

decade to investigate in detail such phenomenon. Nowadays

the core of industrial CFD simulations is based on Reynolds-

Averaged Navier-Stokes (RANS). These methods could not

provide a high level of accuracy for the simulation of stalled

thick wind turbine profiles especially in the post-stall region.

The purpose of this work is to show how the use of scale-

resolving turbulence models can dramatically increase the ac-

curacy in predicting the aerodynamic performance of a these

airfoils in stalled conditions. The considered airfoil shape is

the DU-97-W300 at a Reynolds number of 2 · 106 in fully tur-

bulent flow regime. The airfoil will be considered both in

clean configuration and with the presence of vortex genera-

tors (VGs).

GOVERNING EQUATIONS

The modeling procedure consists of an incompressible,

scale-resolving approach through DES (Detached-Eddy Simu-

lation) and SDES (Shielded Detached-Eddy Simulation) mod-

els. In this work, the scale-resolving modification is added to

the k-ω SST model [3]. The transport equations of the tur-

bulence quantities have the following structure:

∂
∂t

(ρk) + ∂
∂xi

(ρkU⃗i) =
∂

∂xj

(
Γk

∂k
∂xj

)
+Gk − Yk + Sk (1)

∂
∂t

(ρω) + ∂
∂xi

(ρωU⃗i) =
∂

∂xj

(
Γω

∂ω
∂xj

)
+Gω − Yω +Dω + Sω (2)

The scale-resolving capabilities of DES model are intro-

duced by modifying the dissipation term (Yk) of the turbulent

kinetic energy transport equation. In the original SST k-ω

model this contribution is given by Yk = ρβ∗kω where β∗ is a

model calibration constant equal to 0.09. When DES option

is turned on, the sink term becomes

Yk = ρβ∗kωFDES with FDES = max
(

Lt
CDES ·∆max

, 1
)

(3)

In equation 3, CDES is a calibration constant equal to 0.61,

∆max is the grid spacing and Lt represents the turbulence

length scale defined as Lt =
√
k/(ωβ∗). The mechanism

behind the switch between RANS and DES model is straight-

forward: when CDES∆max > Lt RANS mode is activated

whereas, when CDES∆max ≤ Lt, the FDES is triggered and

LES mode activated.

Differently from DES, the scale-resolving capabilities of

SDES model are introduced by an extra sink term of k trans-

port equation 1 and not by modifying directly Yk:

Yk,SDES = ρβ∗kωFSDES (4)

with

FSDES =
[
max

(
Lt

CSDES ·∆SDES
(1− fSDES), 1

)
− 1

]
(5)

The shielding function, fSDES , is designed to protect the

boundary layer in order to make sure it is resolved with RANS

models.

DOMAIN AND MESH

The mesh adopted for the clean profile is a hybrid, O-

topology grid with a domain’s radius of 20 chord lengths.

Important for scale-resolving simulations is the domain’s span-

wise extension. A good compromise between a wide domain

and cpu time is a width of one time the chord length, the value

used in this work for the clean profile. The grid is discretized

in span-wise direction with equal steps of 3%, 1% and 0.6%

the chord length in order to perform a sensitivity analysis.

The same domain radius was adopted for the controlled

profile simulations while the aspect radius was reduced to 0.16

and 0.49 times the chord length. VGs are modeled as zero-

thickness triangular surfaces positioned at a distance of 20%

the chord from leading edge and an inflow angle of 15◦. A

fully resolved approach is considered and the very fine mesh

around the vanes is restricted to just a portion of the mesh

with the aid of non-conformal mesh interfaces.

NUMERICAL SETTINGS

Simulations are performed on the finite volume solver AN-

SYS Fluent v19.1. Boundary conditions imposed at the inlet

are velocity magnitude and flow direction, the atmospheric

static pressure is imposed at the outlet, periodic boundary

conditions are imposed on domain sides and no-slip wall con-

dition on airfoil surface. Turbulence is initialized with a

turbulence intensity of 0.07% and a turbulence length scale of

0.06 meters. A pressure-based solver is selected, P-V coupling

algorithm is set to SIMPLEC algorithm and time integration is

carried out using a bounded second order implicit formulation.
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Gradient is discretized with least square cells method, pressure

with second order scheme and momentum with bounded cen-

tral differencing. Turbulence variables are discretized with a

second order upwind scheme. The timestep chosen is 1.5·10−4s

for the simulation of clean profile and 1 · 10−4s for the con-

trolled one. In both cases this ensures a Courant Flow Number

lower than 1 in the portion of the domain resolved with LES

mode. Calculations are run for at least 5 turnover times and

throughout the simulations, lift and drag coefficient are moni-

tored to assess the statistical convergence of the unsteady flow.

The angles of attack simulated ranges from 9◦ to about 24◦

in order to capture all the stall phases, from onset to massive

flow detachment.

RESULTS AND DISCUSSION

The experimental benchmark by Baldacchino et Al. re-

ported in [4] has been considered as the validation target.

Sensitivity analyses on clean profile show that DES model

should be used mild stall region (α ≤ 14◦) while SDES for

the deep stall zone (α ≥ 16◦). This distinction is necessary

because the shielding function of the latter method prevents

the turbulence formation at low incidence angles with a neg-

ative impact on the accuracy. Also it showed that a unitary

aspect ratio and a different mesh resolutions are needed for

the various incidence angles. Mild stall regione is the one that

benefits the most from a fine grid while the resolution can be

relaxed at higher angles of attack. Attention should be paid

at near-stall angles of attack when the combination of DES

method and to fine grid may lead to grid-induced separation

[2].

The profile with VGs is simulated with a base case aspect

ratio of 0.16 and a resolution of 0.6% the chord to better

adapt to the refinement near the vanes. Such a smaller

domain width is justified by flow topology. Vortex generators

create strongly confined turbulent structures reducing the

presence of spanwise oscillations. DES model is no more used,

SDES is able to render turbulence at any angle of attack

because vortical structures have enough strength to not be

shielded by this method. At angles of attack higher than

23◦ even the profile with VGs is completely stalled. Vortexes

start to oscillate in the spanwise direction and therefore an

aspect ratio of 0.49 is then needed to increase the accuracy

of the simulation. For a complete sensitivity analyses on the

different simulation parameters please refer to [1]. Table 1

and 2 report the results of the conducted analysis for the

clean and controlled profile. Lift and drag curves for both

cases are displayed in figure 1 and 2 where also RANS results

are plotted for a visual comparison. Figure 3 shows and

example of the resolved vortex structures at and angle of

attack of 16◦.

Concluding, scale-resolving simulations are a significant

step ahead with respect to RANS approach when studying

flow-detachment phenomena. The methodology proposed has

shown a great potential in the simulation of thick wind turbine

blades under stall conditions and the
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Table 1: Numerical results and errors of the final lift and drag

polar for clean profile

α [ ◦ ] Method AR ∆Z CL [ - ] CD [ - ] δCL [ % ] δCD [ % ]

9.218 DES 1 1% 1.1562 0.0327 3.84% 24.33%

11.643 DES 1 0.6% 1.0100 0.0706 14.03% -11.64%

12.641 DES 1 0.6% 1.0535 0.0848 14.87% -10.74%

14.154 DES 1 0.6% 1.0818 0.1099 15.94% -0.81%

16.195 SDES 1 0.6% 1.1244 0.1299 15.83% -3.28%

18.195 SDES 1 3% 1.1574 0.1525 13.17% -2.68%

20.224 SDES 1 3% 1.1751 0.1856 7.65% -1.07%

24.217 SDES 1 3% 1.2337 0.2646 3.49% -5.03%
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Figure 1: Resulting lift and drag polars for clean profile

Table 2: Numerical results for the final controlled profile polar

α [ ◦ ] Method AR CL [ - ] CD [ - ] δCL [ % ] δCD [ % ]

9.238 SDES 0.16 1.2919 0.0273 0.76% 1.87%

12.239 SDES 0.16 1.5629 0.0346 -0.27% 9.15%

15.409 SDES 0.16 1.7633 0.0496 -0.76% 33.33%

16.429 SDES 0.16 1.8171 0.0608 1.58% -2.72%

18.426 SDES 0.16 1.8791 0.0753 4.66% -30.28%

20.413 SDES 0.16 1.8207 0.1080 5.30% -35.29%

23.225 SDES 0.49 1.2425 0.2769 -1.76% 4.81%
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Figure 2: Resulting lift and drag polars for controlled profile

(a) Clean, α = 16◦, iso-surface

value = 1 · 106
(b) Controlled, α = 16◦, iso-

surface value = 4 · 105

Figure 3: Iso-surface of Q-criterion at an incidence of 16◦,

colored with instantaneous velocity magnitude
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INTRODUCTION

Large-eddy simulation (LES) is an essential technology for

the simulation of turbulent flows. The basic premise of LES

is that energy-containing and dynamically important eddies

must be resolved everywhere in the domain. This require-

ment is hard to meet in the near-wall region, as the stress-

producing eddies become progressively smaller. Because of

the cost involved in resolving the near-wall region, routine use

of wall-resolved LES (WRLES) is far from being an industry

standard, where short turnaround times are needed to explore

high-dimensional design spaces. Consequently, most industrial

computational fluid dynamics analyses still rely on cheaper

but arguably lower-fidelity Reynolds-Averaged Navier-Stokes

(RANS) tools. This has motivated the development of the

wall-modeled LES (WMLES) approach, which uses LES to

predict the turbulence in the outer region of the boundary

layer but utilizes a reduced-order model in a relatively coarse

grid to account for the effect of the energetic near-wall ed-

dies, thus drastically reducing the grid resolution requirement

and simultaneously increasing the maximum allowance time

step size. Because of such characteristics, wall modeling has

been accepted as the next step to enable the increased use

of high-fidelity LES in realistic engineering and geophysical

applications.

The most popular and well-known WMLES approach is the

so-called RANS-based wall models [1, 2, 3, 4], which compute

the wall shear stress using the RANS equations. However,

these models assume explicitly or implicitly a particular flow

state close to the wall (usually fully-developed turbulence in

equilibrium over a flat plate) and rely on RANS parametriza-

tion which needs manually tuned for various pressure-gradient

effects. The recent rise of machine learning has prompted su-

pervised learning as an attractive tool for discovering robust

wall models that automatically adjust for different conditions,

such as variations in pressure gradient. [5] proposed a data-

driven wall model that accounts for pressure-gradient effects

based on the supervised learning approach. While the trained

model performed well in a priori testing for a single time step,

the model broke down in a posteriori testing due to integrated

errors that could not be taken into account via supervised

learning.

Recently, [6] demonstrated the efficacy of multi-agent rein-

forcement learning (MARL) as a model development tool for

wall models in a canonical channel and zero-pressure-gradient

boundary layer flow. Reinforcement learning (RL) is a semi-

supervised learning framework with foundations on dynamic

programming and has been used in the applications of flow

control [7, 8] and subgrid-scale model development [9]. In [6],

a series of RL agents are distributed along the computational

grid points, with each agent receiving local states and rewards

then providing local actions at each time step. The MARL

wall model performs as well as the RANS-based equilibrium

wall model, which has been tuned for this particular flow con-

figuration. However, The MARL model is able to achieve these

results by training on moderate Reynolds number flows with

a reward function only based on the mean wall-shear stress.

In the present work, we extend the methodology of [6] to

flow over a periodic hill, training on moderate Reynolds num-

ber cases and testing on higher Reynolds number cases. Our

objective is to develop a wall model for LES based on MARL

that is robust to pressure-gradient effects.

METHODOLOGY

We train the wall model on a flow configuration which

(i) has widely available wall-shear stress profiles for several

Reynolds numbers and (ii) does not require tuning of the

inlet profile or other boundary conditions. The flow over pe-

riodically arranged hills in a channel (shown in Figure 1) as

proposed by [10] has well-defined boundary conditions, can

be computed at affordable costs, and nevertheless inherits all

the features of a flow separating from a curved surface and

reattaching on a flat plate. Furthermore, periodic hills do

not require configurations of the inlet boundary condition for

the different grid resolutions and wall models, which is nec-

essary for non-periodic flows. This configuration has become

a popular benchmark test case for validating computational

fluid dynamics codes since numerous experimental and high-

fidelity numerical references exist [11, 12, 13, 14] and provides

extensive data on a wide range of Reynolds numbers covering

700 ≤ Reh ≤ 37000, where Reh is the Reynolds number based

on the hill height.

Based on the configuration of flow over periodic hills, we

train the wall model using MARL, particularly on the lower

Reynolds numbers, following the basic framework laid out in

[6]. Additional states that inform the local pressure gradi-

ent are added to the model (e.g. velocity gradients in the

streamwise direction, pressure measurements at the wall). The

capability of the trained model is validated by comparing

the WMLES results with the experimental and DNS data

at the same Reynolds numbers. We test the model devel-



Figure 1: Geometry of the periodic hill.

oped through training on the higher-Reynolds-number cases

of the periodic-hills configuration. In addition, we analyze

state-action-reward maps of RL models with an additional di-

mension for the pressure gradient, which allows interpretabil-

ity of the wall model trained via MARL.

The RL tool, smarties [15], is an open-source C++ library

and is optimized for high CPU-level efficiency through fine-

grained multi-threading, strict control of cache-locality, and

computation-communication overlap. It implements many es-

tablished deep RL algorithms [15] as well as methods that

have been systematically tested for data-driven turbulence

modeling [9]. On every step, it asynchronously obtains on-

policy data by sampling the environment and computes the

updates by sampling from the replay memory, which advances

the gradient steps. Upon completion of all tasks, it applies the

gradient update and proceeds to the next step. The RL tool

is coupled with the flow solver, which is an unstructured collo-

cated finite-volume discretization of low-Ma number variable-

density Navier-Stokes equations.
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INTRODUCTION

To perform large-eddy simulation (LES) of wall-bounded

flows at high Reynolds numbers it is necessary to introduce a

model for the dynamics of the inner region of turbulent bound-

ary layers (TBLs), otherwise the computational cost becomes

prohibitive. In this contribution, we discuss the development

of wall modelling capabilities in the spectral element solver

Nek5000. We focus on the issues with the subgrid scale (SGS)

modelling and wall model boundary conditions specific to this

numerical framework. We then present results from wall-

modelled LES (WMLES) of several flows: turbulent channel

flow, flat-plate TBL, and the convective atmospheric bound-

ary layer (ABL).

WALL MODELLING

The simplest wall model for LES uses a law-of-the-wall,

such as Spalding’s law [1] to obtain the magnitude of the wall

shear stress |τw| based on the streamwise velocity sampled at

some distance h from the wall node. Here, we employ this

approach, which works well for attached TBLs. For a review

of other methods, see [2].

Having obtained |τw|, it is necessary to prescribe its two

wall-parallel components (here, x and z):

τiy = (ν + νt)Siy , i ∈ {x, z} (1)

Here, ν is the kinematic viscosity, νt is the SGS viscosity at

the wall, and Sij is the rate-of-strain tensor.

Two main approaches for this can found in the WMLES lit-

erature. The most popular one is using a Neumann boundary

condition for velocity instead of no-slip. Then, the direction

of τw is chosen to be aligned with the velocity vector at the

sampling location. The Neumann condition introduces a slip

velocity that ensures that Sij multiplied by the viscosity gives

the correct stress. The main issue with this approach in the

spectral element setting is the fact that the Neumann bound-

ary condition is only enforced weakly. This means that on

coarse meshes typical of WMLES there is no guarantee that

the desired stress will be exactly prescribed.

An alternative, called the viscosity boundary condition

here, is to retain the no-slip condition and model νt to ob-

tain the desired stress, which amounts to setting

νt = |τw|/
√
S2
xy + S2

zy − ν (2)

at the wall. In this case, however, one has no control over the

direction of τw, since it is predetermined by the distribution

of the components of Sij . This has a negative consequence.

If we consider a model that predicts the correct mean stress

magnitude 〈|τw|〉 at each time step, the boundary condition

will somehow distribute it across the two wall-parallel direc-

tions. Consequently, the mean magnitude of the prescribed

stress will be less than 〈|τw|〉.

SUBGRID SCALE MODELLING

For SGS modelling, we experimented with the Vreman

model [3] and the minimum dissipation model [4]. The latter is

indeed significantly less diffusive, which generally affected the

results negatively. Mean velocity profiles from channel flow at

Reτ ≈ 8000 are shown in Figure 1. Even after averaging, there

are visible wiggles in the solution using the viscosity boundary

condition, and these wiggles are even more pronounced in the

profiles of the second-order statistics. The larger diffusivity of

the Vreman model helps remove them. Overall, the accuracy

of the solution is good for WMLES.
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Figure 1: Mean velocity profiles from simulations of turbulent

channel flow at Reτ ≈ 8000. Simulations M1-M3 are per-

formed on successively refined meshes. DNS results from [5].

The strongest effect of the SGS model manifested itself

in combination with the Neumann boundary condition. For

the minimum dissipation model, Reτ was strongly under-

predicted, up to 9.35% relative error, depending on the mesh.

For the Vreman model, errors did not exceed 2.5%. Investi-

gation showed that it is in fact the value of νt at the wall,

which affects the Neumann boundary condition performance

strongly. A larger value generally favoured the accuracy.

In fact, the distribution of νt on the wall as predicted by

the SGS model plays a crucial role. This was revealed by sim-

ulations of flat-plate TBLs. Figure 2 shows the skin friction cf
obtained in a WMLES using the Vreman model and the Neu-

mann boundary condition. The large spikes in the cf followed

exactly those that could be observed in the νt values at the

wall. As an ad-hoc solution, we performed spatial averaging

of νt at the wall within each element. This allowed to reduce

the spikes significantly, as depicted by the orange curve in the

1



figure. However, it is necessary to look closely at the reason

behind the spikes in νt in the first place. A suitable way of

alleviating them can be spatial or modal filtering. This is a

direction of current research.
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Figure 2: Skin friction coefficient in simulations of a flat-plate

TBL, with and without spatial averaging of νt. DNS results

from [6].

In spite of the presented issues, it is possible to conduct

accurate WMLES with both boundary conditions. The Neu-

mann condition is suitable for channel-like geometries where

spatial averaging removes oscillations in τw. We have success-

fully applied it to simulations of thermally stratified ABLs. In

Figure 3 we show the obtained mean velocity profile for the

case of a convective ABL (together with results form [7]).
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Figure 3: Mean velocity in a convective ABL. Here zi is the

thickness of the ABL, and Ug is the velocity of the geostrophic

wind. The blue curve shows WMLES results on a relatively

coarse grid. The black curve shows results from [7].

For evolving boundary layers, the viscosity boundary condi-

tion can be employed. Figure 4 demonstrates the skin friction

obtained in a high Re-number simulation of a flat-plate TBL,

which agrees well with reference data. Our future efforts will

be dedicated to deriving a boundary condition that will be

accurate, universally applicable and independent of the SGS

model selection.
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INTRODUCTION

The visualization of flow structures originated with research

explaining the shape of the two-point velocity correlations in

the wake of a cylinder by Townsend [1]. He hypothesized

the presence of organized turbulent flow structures that rarely

repeat in detail but are energetically dominant. These flow

structures, which are now known as coherent structures, can

be identified using a modal decomposition analysis of flow data

from either an experimental or numerical analysis. A post-

processing technique was later developed that mathematically

decomposed the unsteady dynamics of the coherent structures

into a set of energy modes [2]. This analytical method is

known as the proper orthogonal decomposition (POD). Re-

cently, Sieber et al. [3] developed a complementary modal

energy analysis that implements a low-pass temporal filter on

the correlation matrix. They introduced the spectral proper

orthogonal decomposition (SPOD) method to detect the co-

herent structures at low energies or multiple frequencies. It

is believed that the SPOD fills the gap between the optimal

decomposition of energy (POD) and clean spectral decompo-

sition (discrete Fourier transform) analyses.

In this paper, a 3D turbulent channel flow at a moderate

Reynolds number of Reτ = 395 is initially studied through

a wall-resolved large eddy simulation (WRLES). The SPOD

analysis is performed on velocity fluctuations to capture the

dominant energy modes. A wall-modeled large eddy simula-

tion (WMLES) channel flow at the same Reynolds number is

used to assess the effects of wall-modeling on the visualiza-

tion of coherent structures. Next, the Reynolds number of the

channel flow is increased to Reτ = 2000 to compare the mod-

erate and high-Reynolds number wall-modeled channel flows

in the identification of coherent flow structures using the POD

analysis. To the knowledge of the authors, only a few stud-

ies have implemented large eddy simulation (LES) to address

space-time characteristics of turbulent channel flows. Finally,

the energy spectrum analysis is conducted to determine the

distribution of turbulence kinetic energy among eddies with

different length scales in both WRLES and WMLES channel

flows.

METHODOLOGY

The incompressible filtered Navier-Stokes equations are dis-

cretized using the finite volume method. A central differencing

scheme is implemented to estimate the face velocities on a

structured collocated grid. A second-order explicit Adam-

Bashforth method is used to discretize the advection and dif-

fusion terms in an explicit scheme. A two-step fractional step

method solves the momentum equations for the velocity, and

a discrete Poisson’s equation is solved for the pressure field. A

dynamic non-linear subgrid scale (SGS) model is implemented

to solve turbulent flows in the context of wall-modeled large

eddy simulation, while a dynamic non-equilibrium wall model

is used to model the flow dynamics in the near-wall region.

The SPOD analysis is employed to identify the coherent

structures using the velocity fluctuations in a 3D channel

flow. The snapshot POD was implemented to calculate the

correlation matrix (S) between individual snapshots. A low-

pass filter with a finite width of Nf along the diagonals of

the correlation matrix is used to represent a specific range of

frequencies. To find the temporal coefficients (bi) and mode

energies (µi), the eigenvalues and eigenvectors of the correla-

tion matrix are determined by solving the following equation:

S bi = µi bi , i = 1, 2, 3, ..., N, (1)

where subscript i refers to the individual eigenmodes. The

spatial modes of the SPOD are obtained and the velocity com-

ponents can be decomposed as follows:

u(X, t) = u(X) +

N∑
i=1

bi(t)φi(X), (2)

where u(X) is the mean velocity, and φi(X) is the spatial or-

thogonal mode. To identify and visualize vortex structures

based on the invariants of the velocity gradient, the swirling

strength method is implemented. The swirling strength

method, which is independent of choosing a proper reference

frame to detect the swirling motions, uses the imaginary part

of the eigenvalue of the velocity gradient to extract the vortical

flow structures.

NUMERICAL METHOD

Three distinct simulations were conducted at different

Reynolds numbers and grid resolution. The same computa-

tional domain of size 2πδ×2δ× 4
3
πδ is used for all simulations,

where δ is half of the channel height. In the WRLES channel

flow at Reτ = 395, a mesh with 963 grid points is used to

resolve the flow field with a uniform grid in the wall-parallel

planes and a non-uniform distribution in the wall-normal di-

rection. The SPOD analysis is performed over 250 snapshots

separated by time intervals of δt+ = 75 (δt+ = δt/tv where

tv is the viscous time scale). The WMLES channel flow at

Reτ = 395 is conducted using twelve times lower grid reso-

lution with a uniform grid distribution in all directions and

the matching point located at the 4th node in the LES do-

main with y+ ≈ 84. In a high-Reynolds number channel flow

at Reτ = 2000, the matching point is moved to the 5th node

with y+ = 272. Thirty grid points in the wall-normal direction

are used for the wall layer.
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RESULTS

The mean velocity profiles of the wall-modeled and wall-

resolved simulations are shown in Fig. 1. The mean velocities

are non-dimensionalized using the friction velocity estimated

based on the flow data in the wall layer. The results of

the wall-resolved channel flow match the direct numerical

simulation (DNS) study of Moser and Moin [4]. Then, the

wall-modeling is implemented for the simulation of turbulent

channel flows at Reτ = 395 and 2000. The mean velocity

profiles of the wall-modeled channel flow closely follow the cor-

responding DNS profiles in the outer layer. In the near-wall

region, some deviations are observed between the WMLES

profiles and DNS data sets, which indicate an inconsistency

between the grid spacing and the requirements of the SGS

model. Note that the mean velocity profiles are shifted by five

units for clarity.
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Figure 1: Mean velocity profiles in wall coordinates.

Fig. 2 shows the vortical structures in the WMLES channel

flow for a Reynolds number of Reτ = 395 for an instantaneous

velocity field. For the SPOD analysis with a filtering width

of Nf = 15, the second mode is used to identify the ener-

getic structures. The structures are visualized using a specific

value of swirling strength and colored with the magnitude of

the streamwise velocity component. For illustration, a few se-

lect structures are highlighted in green. It is evident that only

relatively large structures are resolved by the WMLES due to

the coarse mesh used by the LES in the near-wall region. The

grid resolution is unable to resolve the small-scale structures

that would be present in a WRLES or a DNS. The large struc-

tures present in the WMLES appear to be inclined upwards

and stretched in the streamwise direction.

The SPOD analysis for the WMLES channel flow indicates

only relatively larger-scale structures in the near-wall region.

The use of SPOD improves the visualization of the coherent

Figure 2: Iso-surface of coherent structures with swirling

strength of λci = 0.2 in WMLES channel flow at Reτ = 395.

Figure 3: Energy spectra of wall-resolved and wall-modeled

channel flow for moderate and high-Reynolds number channel

flows.

structures by filtering the small-scale motions and noise. The

one-dimensional energy spectra of the streamwise velocity fluc-

tuations for the wall-resolved and wall-modeled channel flows

are given in Fig. 3 for a wall-normal location of y+ ≈ 30.

A low-pass filter was used to remove noise and improve the

clarity of the spectral curves. For comparison, the turbu-

lence kinetic energy spectra for DNS channel flows of similar

Reynolds number are shown in the same plot (using the op-

posite axis). For the WRLES spectra, the green curve shows

a narrow region with a slope of −5/3. The WMLES spectra

at both Reynolds numbers show a flat low-frequency region,

followed by a sharp drop off, which indicates the absence of

higher frequency, small-scale structures. The frequency distri-

bution is very different than that shown by the DNS curves.

CLOSURE

The final paper will use different SPOD modes to visual-

ize the coherent motions in the near-wall region. It will also

document the effect of changing the temporal filter used to

condition the correlation matrix in SPOD. An overall con-

clusion of the study is that WMLES shows only large-scale

structures in the region of the flow affected by the wall model,

consistent with the coarse grid used in that region.
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